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Self-organized bistability on globally coupled higher-order networks
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Self-organized bistability (SOB) stands as a critical behavior for the systems delicately adjusting themselves
to the brink of bistability, characterized by a first-order transition. Its essence lies in the inherent ability
of the system to undergo enduring shifts between the coexisting states, achieved through the self-regulation
of a controlling parameter. Recently, SOB has been established in a scale-free network as a recurrent tran-
sition to a short-living state of global synchronization. Here, we embark on a theoretical exploration that
extends the boundaries of the SOB concept on a higher-order network (implicitly embedded microscopically
within a simplicial complex) while considering the limitations imposed by coupling constraints. By applying
Ott-Antonsen dimensionality reduction in the thermodynamic limit to the higher-order network, we derive SOB
requirements under coupling limits that are in good agreement with numerical simulations on systems of finite
size. We use continuous synchronization diagrams and statistical data from spontaneous synchronized events to
demonstrate the crucial role SOB plays in initiating and terminating temporary synchronized events. We show
that under weak-coupling consumption, these spontaneous occurrences closely resemble the statistical traits of
the epileptic brain functioning.
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I. INTRODUCTION

Multistability is a prevalent phenomenon observed in both
man-made and real-world systems, characterized by the pres-
ence of various stable states that can be sustained under
consistent conditions [1,2]. This phenomenon plays a cru-
cial role in regulating processes in living systems operating
on different scales, from organ system interactions to neural
synchronization [3–5]. In the context of consciousness, the
switching ability between different local coherence patterns
in the cortical region of the brain is essential [6]. Typically,
in normal conditions, neural activity in the brain demon-
strates distinct power-law (scale-free) distributed avalanches,
which is indicative of underlying self-organized criticality
(SOC) [7–10].

Nevertheless, in situations when epilepsy prevails [11,12]
or when inhibitory mechanisms are suppressed [13], ex-
ceptionally large events occur, exceeding what would be
anticipated under critical conditions. Furthermore, the size
distributions of these events exhibit two distinct peaks
(i.e., bimodal distribution), indicating the presence of some
form of underlying bistable dynamics of neural ensembles.
To explain this phenomenon, di Santo et al. [14] introduced
the concept of self-organized bistability (SOB), which is
the counterpart of SOC, for systems adjusting themselves
to the verge of bistability of a first-order phase transition.
The switching between two stable states occurs through self-
tuning of the control parameter influenced by driving force
and dissipation. Their findings underscore the fundamental
importance of the SOB theory in understanding complex neu-
ral dynamics, particularly in the context of epilepsy [14,15].

Researchers have started to take into account the networked
organization of neural populations to get a deeper understand-
ing of the genesis of bistable dynamics [16]. In this context,
our group has recently reported a networked extension of SOB
theory [17,18], emphasizing the need to comprehend how
structural characteristics drive SOB on complex networks,
ultimately contributing to the occurrence of large avalanches.
The proposed model is based on the assumption that the orga-
nization of the local neural populations is scale-free (SF) [19]
and the connections between neurons are merely pairwise.
The reason behind this specific choice was that the pairwise
SF structure exhibits an explosive transition (bistability dy-
namics) under some circumstances such as degree-frequency
correlations [20–22].

However, the grouping of neural ensembles is not lim-
ited to only dyadic connections but also includes many-body
(higher-order) interactions among the neurons (i.e., simulta-
neous interaction between more than two neurons) [23–27].
Glial cells and astrocytes, in particular, are thought to be
potential sources of higher-order interactions in the brain,
as they are believed to modulate the synaptic interaction in
groups of neurons [28–31]. Strikingly, the alteration in as-
trocyte activity is thought to have a role in the generation of
epileptic seizures [32–34]. Recent theoretical efforts revealed
an emergent synchronization in biological neurons interact-
ing with glial cells supporting an established astrocyte-based
view on the origin of epilepsy [35,36]. Following current
advances in graph theory, one can encode such higher-order
neuron-astrocyte interaction using a mathematical language of
simplicial complexes [37] and hypergraphs [38]. Such higher-
order structures provide a more thorough understanding
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of complex systems governed by concurrent interactions of
numerous agents [39–42], of which the epileptic brain is a
perfect example.

Motivated by the above discussion and inspired by the
principles of neuron-glial coupling, we introduce a concep-
tual model that replicates the activity of the epileptic brain
and more broadly recapitulates the phenomenon of SOB in
complex systems with higher-order interactions. This model
inherits some structural properties of neuron-astrocyte inter-
action and can be considered as an extension of the networked
model [18] to the higher-ordered framework, where the cou-
pling constraint imposed on triads of network nodes is adapted
and self-tuned similar to what is proposed in the SOB theory.
An intriguing feature of the current model is its departure
from the pairwise networked one in a distinct manner. Un-
like the former, the present model does not presuppose that
the arrangement of local neural populations follows an SF
configuration. Instead, it embraces a notion of homogeneity
in the organization of these neural populations and thus indi-
cates that the emergence of SOB on networked systems might
not always be determined by underlying specific structural
properties. This is possible due to the added nonlinearities
imposed by higher-order interactions to exhibit explosive syn-
chronization transition (bistable collective behavior) without
any additional constraints on the organization of underlying
connection topology [43–46].

In alignment with the SOB theory and our previous result,
this model has imitated the manifestation of epileptic seizure
initiation and automatic cessation. This phenomenon arises
from the intricate interplay of abrupt synchronization transi-
tion and coupling constraints within a supercritical synchro-
nized state and is termed an “extreme synchronization event”
for its spontaneous emergence and fleeting duration. How-
ever, in contrast to the previous result, here, the distribution
of return times (i.e., the time intervals between neighboring
spontaneous and short-termed synchronous states) does not
converge to a constant power-law scaling exponent. Instead,
this scaling exponent demonstrates a noteworthy trend of vari-
ation within the domain of self-organized behavior. Notably,
this exponent becomes increasingly negative as the system
undergoes evolution towards the forward transition into the
coherent state.

Here, we delve into the comprehensive theoretical analysis
to deduce the conditions governing SOB within the proposed
higher-order model while considering the limitations imposed
by coupling constraints. As an underlying higher-order struc-
ture, we here consider a globally coupled simplicial complex
with interactions up to three body, which is indeed the sim-
plest homogeneous higher-order structure to exhibit explosive
transition without imposing any additional constraints [43].
For this model, we determine the requirements of SOB under
coupling restrictions by employing the Ott-Antonsen dimen-
sionality reduction [47] in the thermodynamic (N → ∞)
limit, which aligns well with numerical simulations conducted
on finite-size systems. We illustrate the critical role played
by SOB in producing and ending temporary synchronized
events by looking at continuous synchronization diagrams
and statistical characteristics of spontaneous synchronized
events. We demonstrate that these events mimic the statistical

characteristics seen in epileptic neural functionality under
weak-coupling consumption.

II. THE MODEL

To begin with, we consider an ensemble of N globally
coupled Kuramoto phase oscillators subject to two- and three-
body interactions (i.e., a simplicial complex of dimension 2),
whose rotation is given by the following set of differential
equations;

θ̇i = ωi + λi

[
k1

N

N∑
j=1

sin(θ j − θi )

+ k2

N2

N∑
j=1

N∑
k=1

sin(2θ j − θk − θi )

]
, (1a)

λ̇i = α(λ0 − λi ) − βr. (1b)

In Eq. (1a), θi and θ̇i (i = 1, 2, . . . , N ) are the instantaneous
phase and velocity of each ith oscillator, ωi is the natural
(intrinsic) frequency assumed to be drawn from a distribution
g(ω), and k1 and k2 are the coupling strengths associ-
ated with two-body (1-simplex) interactions and three-body
(2-simplex) interactions, respectively. Equation (1b) accounts
for the temporal behavior of each unit by their connection to
resource bath λi through a diffusive coupling. Equation (1b)
thus explains the self-tuning of individual coupling strength
λi in accordance with Ref. [14]. This equation for resource in
the form of Eq. (1b) was introduced in previous work [17].
Here, the excitability consumption is considered as a function

of order parameter r = 1

N
| ∑N

j=1 eiθ j |. The first term on the

right-hand side of Eq. (1b) describes the excitability recovery
at a rate α, while the second term attributes to resource con-
straint at a rate β. λ0 defines the depth of individual resource
bath that indicates the level of excitability in the absence of
resource constraint.

A. Ott-Antonsen reduction

To provide a deeper analytical insight into the underlying
higher-order network dynamics given by Eqs. (1a) and (1b),
we employ the Ott-Antonsen dimensionality reduction for-
malism. We therefore introduce the generalized complex order
parameter z(p) = r (p)eiφp = 1

N

∑N
j=1 eipθ j , p = 1, 2, where r (p)

and φp are the amplitude and argument of p-cluster order
parameter. Here, z(1) is the conventional Kuramoto order pa-
rameter, while z(2) represents a two-cluster order parameter
[44]. Then, the evolution of Eq. (1a) can be rewritten in terms
of the complex order parameters z(1) and z(2) as

θ̇i = ωi + λi

2i

[
He−iθi − Hceiθi

]
,

(2)
H = k1z(1) + k2z(2)z(1)

c ,

where z(1)
c indicates the complex conjugate of z(1). To move

forward, in Eq. (2), we propound λi = λ. We then consider
the continuum limit N → ∞ where the state of the system
can be represented by a continuous density function f (θ, ω, t )
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such that at time t , f (θ, ω, t )δθδω describes the density of
oscillators with the intrinsic frequency between ω and ω +
δω, and phases lying in the interval [θ, θ + δθ ]. The den-
sity function f (θ, ω, t ) satisfies the normalization condition∫ 2π

0 f (θ, ω, t )dθ = 1 and, moreover, because the number of
oscillators in the system remains reserved, the density func-
tion must satisfy the continuity equation,

∂ f (θ, ω, t )

∂t
+ ∂

∂θ
[ f v(θ, ω, t )] = 0. (3)

In addition, the order parameters can be expressed in terms of
density function as z(p) = ∫∫

eipθ f (θ, ω, t ) dθ dω. Now, since
each oscillator’s intrinsic frequency is fixed [drawn from a
distribution g(ω)] and f (θ, ω, t ) is 2π periodic with respect
to θ , the density function can be expanded into Fourier series
of the form

f (θ, ω, t ) = 1
2π

(
1 +

∞∑
n=1

[an(ω, t )einθ + c.c.]

)
, (4)

where an(ω, t ) is the nth Fourier coefficient, and c.c. accounts
for the complex conjugate of the previous sum. We then fol-
low the Ott-Antonsen hypothesis that the Fourier coefficients
decay geometrically and the sum converges, i.e., an(ω, t ) =
[a(ω, t )]n, where a(ω, t ) is analytic in the complex ω plane
and |a(ω, t )| � 1 which is necessary for the convergence of
the series. Thereafter, inserting the ansatz into the expression
of f and f into continuity equation (3) along with the expres-
sion for v = θ̇ [Eq. (2)], all Fourier modes fall onto the same
constraint for a(ω, t ), satisfying a single differential equation:

∂a

∂t
= −iaω + λ

2
{Hc − Ha2}. (5)

Moreover, the order parameter in the thermodynamic limit
becomes

z(m) =
∫∫

eimθ f (θ, ω, t ) dθ dω =
∫ ∞

−∞
dωg(ω)a(m)

c (ω, t ).

(6)

Now in order to obtain the critical synchronization transition,
we analyze the stability of incoherent state f (θ, ω, t ) = 1

2π
. In

this regard, a(ω, t ) = 0 is always a trivial solution of Eq. (5),
which corresponds to the incoherent state f (θ, ω, t ) = 1

2π
in

Eq. (4). Linearizing Eq. (5) about the solution a(ω, t ) = 0,
one can obtain the following linear equation in terms of the
perturbed density ζ (ω, t ):

∂ζ

∂t
+ iζω = λk1

2

∫ ∞

−∞
dωg(ω)ζ (ω, t ). (7)

Now, we seek a solution of the form ζ (ω, t ) = ζ0eμt , where μ

is the eigenvalue of Eq. (7) and is independent of ω. Inserting
the above expression for ζ (ω, t ) in Eq. (7), we obtain the
reduced equation as follows:

ζ0(ω)μ + iζ0(ω)ω = λk1

2

∫ ∞

−∞
dωg(ω)ζ0(ω). (8)

To solve Eq. (8), we first start by denoting B =∫ ∞
−∞ dωg(ω)ζ0(ω). Then from Eq. (8), ζ0(ω) may be solved

as

η0(ω) = λk1

2

B

μ + iω
. (9)

By substituting this back into the expression for B, one even-
tually obtains

2

λk1
=

∫ ∞

−∞
dω

g(ω)

μ + iω
. (10)

Note that Eq. (10) explicitly accounts for the relation between
eigenvalue μ and the coupling strengths λ, k1. Now if g(ω)
is an even function (e.g., Lorentzian, Gaussian frequency dis-
tributions), then Eq. (10) transforms into the following form:

2

λk1
=

∫ ∞

−∞
dω

μg(ω)

μ2 + ω2
. (11)

Now to obtain the critical coupling λ∗ which represents the
transition from incoherent to coherent state, we consider the
limit μ → 0+ in Eq. (11). Then μ

μ2+ω2 becomes more and
more sharply peaked about ω = 0, but still the integral over
−∞ < ω < ∞ remains equal to π [48]. So, in the μ → 0+
limit, Eq. (11) tends to

2
λ∗k1

= πg(0). (12)

Therefore, for a standard Gaussian intrinsic distribution

g(ω) = 1√
2π

e− ω2

2 , the critical coupling for the transition to

synchrony is λ∗ = 2
k1

√
2
π

. Similarly for a Lorentzian fre-

quency distribution g(ω) = 
π (ω2+2 ) (with zero mean and half

width ), the required critical coupling for synchronization
transition is λ∗ = 2

k1
.

Now, in order to evaluate the critical synchronization tran-
sition in the proposed system (1a) and (1b), we must consider
the influence of coupling constraint in Eq. (5) and conse-
quently in the later equations. In the steady state, we have

λ = λ0 − β

α
r (1), (13)

since both r and r (1) quantify the conventional Kuramoto
order parameter. Hence by taking the coupling constraint
into consideration and using Eqs. (12) and (13), we can de-
fine the critical transition point for our proposed model (1a)
and (1b) as

λ∗
0 = 2

πk1
g(0) + β

α
r (1)

0 , (14)

where r (1)
0 = η√

N
, for some real η, is a finite estimation of the

order parameter in the incoherent state [48,49].

B. Solution of coherence

We can further evaluate the advancement of order pa-
rameters for the choice of Lorentzian frequency distribution
g(ω) = 

π (ω2+2 ) . In this regard, the order parameter in Eq. (6)
can be obtained using Cauchy’s residue theorem by closing
the contour to an infinite-radius semicircle in the negative-
half complex plane, which results in z(1) = ac(−i, t ) and
z(2) = a2

c (−i, t ) = (z(1) )2. Thereafter, estimating Eq. (5) at
ω = −i and taking the complex conjugate, we eventually
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obtain

2ż(1) = 2iωz(1) − 2z(1) + λ
[
k1z(1) + k2(z(1) )2z(1)

c

−{
k1z(1)

c + k2
(
z(1)

c

)2
z(1)

}
(z(1) )2

]
. (15)

Now, inserting z(1) = r (1)eiφ1 and equating the real and imag-
inary parts of both sides of the equation yields

2ṙ (1) + 2r (1) = λr (1)[1 − (r (1) )2][k1 + k2(r (1) )2], (16a)

φ̇1 = 0. (16b)

r (1) = 0 is always a solution of Eq. (16a) whose stability is not
affected by the presence of higher-order interaction. Never-
theless, the nonlinear terms which arise from the higher-order
interactions arbitrate the likelihood of synchronized states. In
particular, one or two synchronous states exist, given by

r (1)
± =

√
(k2−k1 )±

√
(k1+k2 )2−8k2


λ

2k2
, (17)

where r (1)
+ (r (1)

− ) accounts for a stable (unstable) synchronous
solution, subject to their existence. Note that Eq. (17) is not
enough to provide the solution of coherence of our considered
model (1) in the presence of coupling constraints. Therefore,
in order to incorporate the influence of coupling constraint on
the solution of coherence, we need to substitute the steady-
state relation (13) in Eq. (17). Consequently, solving Eqs. (17)
and (13) together for the order parameter r (1) provides the so-
lution of coherence for our considered model given by Eq. (1).

Now, since the essence of SOB lies in the fact that the un-
derlying system must exhibit a first-order transition (bistable
behavior) in the absence of coupling constraint [14], we inves-
tigate the coupling condition under which the system exhibits
bistable dynamics without coupling consumption. Thus, when
β = 0, one can simply substitute λ0 in place of λ in the
expression of synchronous solution r (1) given by Eq. (17) and
eventually obtain

r (1)
±

∣∣
β=0 =

√
(k2−k1 )±

√
(k1+k2 )2−8k2


λ0

2k2
. (18)

Clearly, from the above expression we can obtain that the
order parameter r (1) bifurcates from zero; i.e., the forward
transition occurs at λ

f
0 = 2

k1
. In the case of backward transi-

tion, the stable and unstable solutions coexist at the interval
of the bistable domain and collide with one another at the
critical point of backward transition. So, using the condition
r (1)
+ = r (1)

− in Eq. (18), we obtain the critical coupling for the
backward transition as λb

0 = 8k2
(k1+k2 )2 , which eventually gives

us the condition k2 > k1 for the existence of both the sta-
ble and unstable solutions in the underlying system without
any coupling consumption. Thus, in the absence of higher-
order interactions (k2 = 0), or for k2 � k1, the system will
not exhibit a first-order transition. Throughout the study, we
therefore use the coupling condition k2 > k1 for pairwise and
higher-order interactions to investigate the SOB behavior.

III. RESULTS

To illustrate our findings, we start with integrating Eqs. (1a)
and (1b) for N = 104 units using a fourth-order Runge-Kutta
scheme subject to adaptive time stepping. Throughout the

FIG. 1. Lorentzian intrinsic frequency. (a) Forward (blue circle)
and backward (red circle) synchronization transition in the absence
of excitability constraint β (i.e., β = 0). (b) Forward synchronization
transition in the presence of excitability constraint β = 0.002. The
excitability recovery rate for both panels is fixed at α = 0.003. In
(a), the forward and backward synchronization diagram, and in (b),
the maximum (red circle) and median value (blue circle) of order
parameter r (1), are evaluated over a long time interval of 3 × 104

time units after an initial transient period of 103 time units. In (a), the
vertical dashed black line corresponds to the critical synchronization
transition λ∗

0, given by Eq. (14), and the solid green curves represent
analytical curves of the order parameter in the coherent state, while
the dashed green line corresponds to the unstable solution in the
absence of excitability constraint, obtained by solving Eq. (18) and
for (b) the solid green line delineates the coherent solution obtained
using both Eqs. (17) and (13), respectively. Here in the figure legend
r (1)
∞ has been used to indicate the solution of coherence at the N → ∞

limit.

main text, we restrict ourselves to the results associated
with Lorentzian intrinsic frequency distribution. The investi-
gation with Gaussian frequency distribution is illustrated in
Appendix A, which reflects qualitatively similar results.

Therefore, we consider the scenario where the intrinsic fre-
quencies are drawn from the standard Lorentzian distribution
with zero mean and half width  = 0.5. Considering the pair-
wise and three-body coupling strength to be fixed at k1 = 1
and k2 = 3 (as it satisfies our coupling condition), we plot
the Kuramoto order parameter r (1) as a function of resource
depth λ0, as λ0 is first increased from λ0 = 0 adiabatically to
an adequately large value and then decreased back. Figure 1
demonstrates the results for two different values of excitabil-
ity constraint β = 0 [Fig. 1(a)] and β = 0.002 [Fig. 1(b)] at
fixed excitability recovery rate α = 0.003. In the absence of
the excitability constraint β, i.e., β = 0, our system mimics
the Kuramoto model with higher-order interactions [43] and
shows an abrupt transition to synchronization with associated
hysteresis loop, also predicted from the expression of the
synchronous solution (18) [see Fig. 1(a)].

In the presence of excitability constraint β = 0.002
(i.e., with the coupling consumption), it can be observed that
the forward transition to synchronization is delayed with re-
spect to the critical transition point λ∗

0. Thus, Fig. 1(b) reports
that both the synchronized and desynchronized solutions are
conceivable in the interval between λ0 and the commencement
of forward transition. Now according to Eq. (1b), a stable
synchronized state can only exist if the coupling dissipation of
each individual is offset by their recovery, i.e., α(λ0 − λi ) �
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βr. Therefore, in the region between λ∗
0 and the onset of

the synchronization transition, the incoherent state r (1) ≈ 0 is
most desirable by the system because the latter requirement
is not met here. However, sudden shifts from the incoherent
state to the coherent state occur within this domain, as can
be observed from the maximum value of the order parameter
r (1)(t ).

Following the results of Fig. 1(b), three distinctive regions
can be identified under the coupling consumption: Region
(i) is λ0 < λ∗

0, where the incoherent state (i.e., r (1) ≈ 0) is
the only possible dynamics. We call this domain the region
of subcritical dynamics. (ii) The region between the critical
synchronization transition point λ∗

0 and the onset of forward
transition is called the region of critical bistable dynamics.
Here we can find both coherent and incoherent dynamics, but
the incoherent dynamics is most desirable. (iii) The region of
supercritical dynamics corresponds to a coherent dynamics,
obtained for the values of λ0 larger than the value associated
with the forward transition.

To illustrate these dynamics in terms of the macroscopic
parameters under the variation of λ0, we plot in Fig. 2 the time
series of the order parameter r (1)(t ) and the accompanying
phase portrait on the (r (1), 〈λ〉) plane for typical values of
λ0 with α = 0.003 and β = 0.002, where 〈λ〉 = 1

N

∑N
j=1 λ j

indicates the ensemble average of the coupling ability. As
anticipated, for λ0 = 0.9, which belongs to the region of sub-
critical dynamics, the system converges at the lower branch
of the hysteresis loop, corresponding to the incoherent solu-
tion r (1) ≈ 0 [Figs. 2(a) and 2(d)]. In the domain of critical
bistability, the system acquires stable incoherent and unsta-
ble coherent dynamics, and therefore sudden shifts from a
desynchronized state to a synchronized state can be observed
[Fig. 2(b)]. Due to the presence of sufficient excitability re-
sources, the system abruptly departs from the stable state and
moves toward the unstable state. However, the resource is
inadequate to maintain a position close to the unstable state
and returns back to the stable one. This interesting dynamics
is also clear from the phase trajectories in Fig. 2(e). One can
observe that the system mostly stays near the stable incoherent
state on the lower branch of the hysteresis loop near the
critical point λ∗

0. However, the unstable drifting occasionally
causes the trajectory to move toward the upper branch of
the hysteresis loop. As soon as the trajectory reaches the top
branch, resource consumption forces a backward transition.
The system goes through the backward transition as the cou-
pling resource runs out. The trajectory eventually returns to
its starting location close to the forward transition point on
the bottom branch of the hysteresis loop, thanks to the diffu-
sive process that enables coupling recovery, and this process
repeats over time. Last, for a large value of λ0 (i.e., in the
supercritical domain), due to a large amount of resource con-
sumption, the system converges to the state of synchronized
dynamics and stays on the upper branch of the hysteresis loop
[Figs. 2(c) and 2(f)].

Now, following Eqs. (13) and (17), we can obtain that
the dynamics of the system is less affected by the impact
of coupling constraints when the value of the consumption
rate β is being decreased, or equivalently the recovery rate
α is increased. Therefore, to scrutinize how the relationship

FIG. 2. Lorentzian intrinsic frequency. Macroscopic dynamics of
higher-order globally coupled network. The left and right columns
represent the long-term time dependency of global order parameter
r (1) and corresponding phase portrait on the (r (1), 〈λ〉) plane, respec-
tively, for fixed values of α = 0.003 and β = 0.002 and different
excitability bath depth λ0. In the top, middle, and bottom rows, the
values of excitability bath depth are, respectively, λ0 = 0.9, 1.08,
and 1.3. Dashed gray lines in (d), (e), and (f) depict the forward
and backward synchronization diagrams r (1)(λ) in the absence of
excitability constraint.

between β and α impacts the crucial dynamics of the consid-
ered model, in Fig. 3 we plot the variation of order parameter
r (1) as a function of λ0 for different values of recovery
rate α and fixed coupling consumption rate β = 0.002. As
expected, it can be observed that, as the recovery rate α in-
creases, the domain exhibiting the critical bistability behavior,
which is bounded by the beginning of the forward transition
on the right and critical coupling λ∗

0 on the left, gradually
decreases in size. Eventually, the transition to coherence be-
comes abrupt. Further solving Eqs. (13) and (17), we plot the
curves of the stable synchronized state (solid green curves),
which shows that with increasing α the curve of the stable
coherent state extends to the left and crosses the critical tran-
sition point for higher values of α. This characterizes that the
impact of the coupling constraint decreases with increasing α,
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FIG. 3. Lorentzian intrinsic frequency. Forward synchronization
transition in terms of r (1)(λ0) for fixed value of excitability con-
straint β = 0.002 and different values of excitability recovery rate
α: (a) α = 0.002, (b) α = 0.003, (c) α = 0.005, and (d) α = 0.008.
The solid green curves in each panel display the analytical curves of
the order parameter in the coherent state obtained from Eqs. (13) and
(17), respectively. The vertical dashed black lines correspond to the
critical synchronization transition λ∗

0, given by Eq. (14).

and as a result for larger values of α an abrupt transition to
the coherent state emerges with an associated hysteresis loop.
Therefore, our findings for a finite-size system are in excellent
agreement with the results obtained in the thermodynamic
limit (N → ∞).

Thereafter, to finalize our analysis, following Ref. [18] we
explored the distribution of return times P(τ ), i.e., the time

intervals τ between the neighboring transitions to a coherent
state [Fig. 4(a)]. We explore these distributions in the bistable
domain at fixed α = 0.003 and β = 0.002. Such return time
distributions P(τ ) were recovered from the numerically pro-
duced time courses R(t ) and plotted in a log-log scale in
Fig. 4(b) for different values of λ0 increasing from 1.04 to 1.12
with a step of 0.01. One can see that, despite the variation of
control parameter λ0, computed return time distributions P(τ )
possess a linear descending part well fitted by a power law
(p > 0.99 via Pearson’s χ2 test for all λ0). At smaller λ0 signi-
fying the entrance of the bistable domain, the scaling exponent
γ is approximately −3/2 [inset in Fig. 4(b)]. This value of γ

is consistent with the theory of intermittent behavior at the
border of synchronization [50] and experimental observations
of return times of epileptic seizures in rodents [51,52]. The
scaling exponent of −3/2 was also reported in our previous
work [18], where the scale-free structure of the underlying
graph induced the region of SOB on the complex network.
However, in the current higher-order interaction model, the
scaling exponent γ does not hold constant throughout the
SOB domain but increases its negativity as the system evolves
towards the forward transition [the inset in Fig. 4(b)]. Up
to λ0 = 1.08, the scaling exponent γ grows slowly and in-
creases much faster at λ0 > 1.08. It is reflected in the form
of the distribution P(τ ), which becomes more narrow with
increasing λ0 and even “bell shaped” (but still heavy tailed)
at λ0 � 1.1. The form of the “bell” signifies an emergence of
a characteristic timescale of the transition to a coherent state,
meaning that at higher λ0 the switches between network states
become more regular than spontaneous.

To gain more insight into the nature of this behavior we
explore the potential energy landscape U (R) of the system
also recovered from the data (see Appendix B to learn more
about potential energy landscape construction). Figures 4(c)
and 4(d) display the evolution of computed potential en-

FIG. 4. Analysis of the return times for α = 0.003 and β = 0.002. (a) Typical time series of the order parameter R(t ) for λ0 = 1.04. Here,
return time τ is indicated with a double-headed arrow. (b) Return time distributions under variation of λ0 from 1.04 to 1.12. Circles represent
the observed distributions P(τ ), and solid lines show respective power-law fits ∼eγ τ . Arrow indicates the direction of increase of λ0. The inset
shows scaling exponent γ vs λ0. (c) Evolution of the system’s potential energy landscape U (R) recovered from the data under evolution of
λ0. (d) Slices of potential energy landscape U (R) for different values of λ0. Arrow indicates the direction of increase of λ0. (e) Fluctuations
of the order parameter R in the incoherent state under variation of λ0. Circles represent medians, boxes show the interquartile ranges, and the
whiskers indicate the 2.5th and the 97.5th percentiles.
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ergy landscape U (R) under variation of λ0. Complementing
Fig. 4(e) presents the fluctuation of the order parameter R as
a function of λ0. One can see that at λ0 = 1.04 corresponding
to γ ≈ −3/2, the incoherent state of the network possesses
much lower potential energy than the coherent state and is sep-
arated from the latter by a high-potential barrier. Although the
system is bistable, an incoherent state is energetically much
more preferable, and the system rarely escapes the potential
well given the level of fluctuations provided by a relatively
weak coupling. It is logical to assume that the occurrence of
the system in the coherent state is indeed a rare event resulting
from intermittent behavior driven by internal noise, i.e., a
turbulent drift around the incoherent state R = 0.

With increasing λ0, the potentials of the barrier and the
coherent state gradually decrease. The potential energy differ-
ence between the coherent state and the barrier also increases,
which speaks in favor of the stabilization of the coherent
state. Moreover, the level of fluctuations of order parameter
R in the vicinity of the incoherent state also grows [Fig. 4(e)]
due to an increase in the available level of coupling strength
in the system. These observations suggest that the coherent
state becomes more accessible with increasing λ0 explaining a
shift of the return time distribution to smaller scales. Besides,
facilitated internal noise [Fig. 4(e)] suggests the transition to
noise-induced regular rapid switches between states of the
network resulting in the narrowing of the return time distri-
butions and the development of the bell shape.

Last, we investigate the effect of pairwise and higher-
order interactions in promoting SOB in the considered system.
Specifically, we are interested in investigating the impact of
the variation of pairwise and higher-order coupling strengths
k1 and k2, respectively. The higher-order coupling strength
k2 plays a pivotal role in the initiation of a first-order tran-
sition, as recently elucidated by Skardal and Arenas [44]
and also predicted from our analysis. As illustrated earlier
due to the presence of the coupling constraint (β �= 0), the
critical coupling λ0 for the forward transition shifts towards
the higher value. This shift gives rise to a region of critical
dynamics between the critical coupling λ∗

0 and the onset of
the forward transition. Thus, to investigate how the variations
of k1 and k2 impact the critical dynamics, in Figs. 5(a)–5(d)
we plot the (k2, λ0) parameter plane for different values of
k1: k1 = 1, k1 = 1.5, k1 = 2, and k1 = 3, respectively, with
fixed excitability constraint β = 0.002 and recovery rate α =
0.002. Using the thermodynamic limit approximation given
by Eqs. (17) and (13) for the order parameter, we character-
ize different regions of dynamical behaviors in the (k2, λ0)
parameter plane. The region of subcritical dynamics (I) is
depicted in magenta. This region is basically the domain
where λ0 < λ∗

0 and thus is independent of the variation of k2;
only the width of the area of subcritical dynamics changes
with the change of k1 since the critical transition point λ∗

0 is
dependent on k1. The region (in blue) between the onset of
forward transition and the critical transition point λ∗

0 is the
region of critical dynamics (II), where the coherent solution
is unstable and the incoherent solution is stable. Thus, within
this region, the value of the order parameter is again r (1) ≈ 0.
The region (in red) beyond the onset of the forward transition
is the region of subcritical dynamics (III), where 0 < r (1) < 1.

FIG. 5. Effect of pairwise (k1) and higher-order (k2) coupling
strengths in promoting SOB. Phase diagram of the (k2, λ0 ) pa-
rameter plane plotted upon the thermodynamic (N → ∞) limit
approximation given by Eqs. (17) and (13) for different values of
pairwise coupling strength k1: (a) k1 = 1, (b) k1 = 1.5, (c) k1 = 2,
and (d) k1 = 3. Here, the regions in magenta (I), blue (II), red (III),
and green (IV) are respectively the domains of subcritical, critical,
supercritical, and bistable dynamics. The excitability constraint and
the recovery rate are fixed at β = 0.002 and α = 0.002, respectively.
The figure reflects the fact that, with increasing K2, the region of
critical dynamics shrinks for lower values of k1, while for higher
values of k1 an expansion in the domain of critical dynamics becomes
apparent with rising k2.

In addition to this, when the coherent solution exists even
for λ0 < λ∗

0, we characterize that as the region of bistability,
portrayed in green. Here, both the coherent and incoherent
states are stable. For a smaller value of pairwise coupling
(k1 = 1) [Fig. 5(a)], we can observe that the interval of critical
dynamics first increases with increasing k2; however, beyond
a critical value of k2, the interval of critical dynamics starts
shrinking up to k2 ≈ 10 and beyond this the coherent solution
crosses λ0 < λ∗

0 resulting in the region of bistable dynam-
ics. On the other hand, we can observe that as the pairwise
coupling increases to higher values, the interval of critical
dynamics becomes wider for larger values of k2, and as a
result the region of bistable dynamics vanishes. It is important
to notice that for k2 � k1, there is no critical behavior in the
system, as according to the coupling condition the system
exhibits first-order transition only if k2 > k1 and the SOB
loses its meaning when the system is no longer exhibiting
a first-order transition. Therefore, from these results we can
conclude that the combined effect of adequate pairwise and
higher-order interactions plays a pivotal role in promoting
SOB in our considered model.

IV. DISCUSSION AND CONCLUSION

To summarize, here we have reported a theoretical inves-
tigation of SOB exhibited by a globally coupled Kuramoto
network with higher-order interactions (up to three-body in-
teractions) while subjected to coupling constraints. Such a
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system mimics, for example, some basic structural prop-
erties of neuron-astrocyte coupling in the brain network,
i.e., the modulation of coupling in the groups of neurons by
the respective astrocyte cells. Since the dysfunction of neuron-
glial interaction is believed to be a pivotal factor in epilepsy
development, we suggest our simplified dynamical model can
become a proper candidate to explore the role of higher-order
interaction in epileptic seizure generation.

Our study reveals that the interplay between consumption
and recovery rates of the coupling induces a delay between the
critical point (where the incoherence state becomes unstable)
and the forward transition to the coherent state, resulting in
a region of critical bistable dynamics. Within this regime,
the critical dynamics allows for a self-sustaining toggling
from the state of incoherence to coherence. Notably, these
spontaneous bistable switches between the incoherence and
coherence states mimic the recurrence patterns seen in epilep-
tic seizures, revealed from the power-law fitting of the return
time distributions with scaling exponent −3/2. Nonetheless,
the scaling exponent does not maintain a consistent value
across the entirety of the SOB domain. Instead, a notable trend
emerges where this exponent becomes progressively more
negative as the system evolves toward the forward transition
to the coherent state, signifying that the switching between
the coexisting states of incoherence and coherence becomes
more regular than spontaneous near the forward transition.
Our investigation is further accompanied by exploring the
potential energy landscape of the system, which shows, in
proximity to the outset of the SOB domain, an incoherent
state is much more preferable, and the system rarely escapes
the potential well to reach a coherent state. Furthermore, the
potentials of the barrier and the coherent state steadily drop
due to an increased level of internal noise induced as the
strength of coupling consumption rises, suggesting that the
coherent state becomes more approachable. We also delve
into the impact of pairwise and higher-order interactions in
fostering SOB within our analyzed system, underscoring the
essential role of synergistic pairwise and higher-order interac-
tions in advancing SOB. Additionally, our findings reveal that
no discernible SOB behavior manifests in a homogeneous,
higher-ordered networked system without group interactions.
This underscores the pivotal significance of higher-order inter-
actions in our study. We note that the outcomes of our study
involving a homogeneous higher-order networked system sug-
gest that the inherent structural attributes of the network might
not always dictate the onset of SOB within a networked
framework. This stands in contrast to the scenario observed
in the pairwise networked system, where such structural prop-
erties played a defining role [18]. This further flexibility
in the choice of underlying connectivity structure can shed
light on understanding the SOB theory better in networked
systems approaching the first-order transition. Our theoreti-
cal model, grounded in biological inspiration, illuminates the
characteristics of collective behavior that underpin the disrupt-
ing hypersynchronization phenomenon in brain networks and
opens avenues for further investigation of these phenomena
within the framework of network theory.

APPENDIX A: RESULTS WITH GAUSSIAN INTRINSIC
FREQUENCY

Here, we consider the intrinsic frequencies of each oscil-
lator to be drawn from the standard Gaussian distribution.
The pairwise and triadic coupling strengths are taken to be
k1 = 1 and k2 = 1, respectively, for which the system ex-
hibits an abrupt transition to the coherent state [see Fig. 6(a)].
While under coupling consumption (i.e., in the presence
of excitability constraint β = 0.002, similar to the case of
Lorentzian frequency distribution), we can observe that the
forward transition to the coherent state is significantly de-
layed with respect to the critical transition point λ∗

0 [see
Fig. 6(b)].

Depending on the value of excitability recovery rate α,
and excitability constraint β, in this scenario also we can
identify three distinct dynamic regions (i.e., a region of sub-
critical dynamics, a critical bistable domain, and the domain
of supercritical dynamics). In Fig. 7, we plot the time se-
ries of order parameter r (1)(t ), accompanied by the phase
portrait on the (r (1), 〈λ〉) plane for typical values of λ0,
which illustrates these distinct dynamics of the higher-order
model.

Furthermore, we also show that the system is less affected
by the impact of coupling constraints when the value of re-
covery rate α is being increased, keeping the consumption
rate fixed at a typical value β = 0.002. Figure 8 shows the
corresponding result, reflecting that with increasing α, the re-
gion of critical bistable dynamics is diminished and the system
resembles its original dynamics in the absence of the coupling
constraint. However, unlike the Lorentzian frequency distri-
bution, here we cannot find the expressions for the coherent
state in the thermodynamic limit.

FIG. 6. Gaussian intrinsic frequency. (a) Forward (blue circle)
and backward (red circle) synchronization transition in the absence
of excitability constraint β (i.e., β = 0). (b) Forward synchronization
transition in the presence of excitability constraint β = 0.002. The
excitability recovery rate for both panels is fixed at α = 0.005. In
(a), the forward and backward synchronization diagram, and in (b),
the maximum (red circle) and median values (blue circle) of order
parameter r (1) are evaluated over a long time interval of 3 × 104 time
units after an initial transient period of 103 time units. The dashed
vertical black lines in (a) and (b) represent the critical synchroniza-
tion transition λ∗

0, given by Eq. (14).
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FIG. 7. Gaussian intrinsic frequency. Macroscopic dynamics of
higher-order globally coupled network. The left and right columns
represent the long-term time dependency of global order parameter
r (1) and corresponding phase portrait on the (r (1), 〈λ〉) plane, respec-
tively, for fixed values of α = 0.005 and β = 0.002 and different
excitability bath depth λ0. In the top, middle, and bottom rows, the
values of excitability bath depth are respectively λ0 = 1.65, 1.68, and
1.8.

APPENDIX B: POTENTIAL ENERGY LANDSCAPE
RECONSTRUCTION

With this aim, we suggest that the time course R(t ) is a one-
dimensional process described by the stochastic differential

FIG. 8. Gaussian intrinsic frequency. Forward synchronization
transition in terms of r (1)(λ0) for fixed value of excitability con-
straint β = 0.002 and different values of excitability recovery rate
α: (a) α = 0.003, (b) α = 0.005, (c) α = 0.008, and (d) α = 0.01.

equation

dR(t ) = −U ′(R, t )dt + DdW (t ), (B1)

where U (t ) is a potential energy, D = σ 2(R)/2 is a diffusion
constant, and W (t ) is a Wiener process driving evolution of
R(t ). One way to solve Eq. (B1) is to introduce a probability
p(R, t ) and to write a corresponding Fokker-Planck equation:

∂

∂t
p(R, t ) = ∂

∂R
[U ′(R, t )p(R, t )] + ∂2

∂R2
[D(t )p(R, t )].

(B2)

Seeking a stationary solution of Eq. (B2), we assume
∂ p(R, t )/∂t = 0. Therefore,

U (R)p(R) = −D
∂

∂R
[p(R, t )], (B3)

solving which one finds

U (R)/D = − log [p(R)]. (B4)

According to Hirota et al. [53] and Curtin et al. [54], the poten-
tial energy is presented in the normalized units U (R)/σ 2(R).
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