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ABSTRACT

We present a novel method for analyzing brain functional networks using functional magnetic resonance imaging data, which involves
utilizing consensus networks. In this study, we compare our approach to a standard group-based method for patients diagnosed with major
depressive disorder (MDD) and a healthy control group, taking into account different levels of connectivity. Our findings demonstrate that
the consensus network approach uncovers distinct characteristics in network measures and degree distributions when considering connection
strengths. In the healthy control group, as connection strengths increase, we observe a transition in the network topology from a combination
of scale-free and random topologies to a small-world topology. Conversely, the MDD group exhibits uncertainty in weak connections, while
strong connections display small-world properties. In contrast, the group-based approach does not exhibit significant differences in behavior
between the two groups. However, it does indicate a transition in topology from a scale-free-like structure to a combination of small-world
and scale-free topologies. The use of the consensus network approach also holds immense potential for the classification of MDD patients, as
it unveils substantial distinctions between the two groups.
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Studying functional networks in the brain provides a power-
ful approach to investigate brain functions in both normal
and pathological states, enabling the exploration of differences
between healthy and pathological brains across various proper-
ties. In this study, we utilize resting-state functional magnetic
resonance imaging (fMRI) data to analyze functional networks
in patients diagnosed with major depressive disorder (MDD) and
healthy controls. We compare network measures between the two
groups at different levels of connectivity by applying window
thresholding within a specific range of connection strength. By
varying the window from weak to strong connections, we aim

to uncover differences in network characteristics. To conduct a
comprehensive analysis, we employ two different approaches: (i)
a group-based approach involving the analysis of two groups of
networks, and (ii) the analysis of consensus networks correspond-
ing to each group. Using the standard approach, we observe a
shift in the network topology for both groups as the threshold
increased. The topology changes from a scale-free-like network
to a combination of small-world and scale-free networks. On the
other hand, analyzing the consensus networks reveals distinct
behavior in network measures and degree distributions. In the
control group, the network topology shifts from a combination
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of scale-free and random topologies to a small-world structure
as the threshold increased. In contrast, the network topology
in the MDD group exhibits uncertainty in weak connections
and displays small-world properties in strong connections. The
significant differences observed in network measures using the
consensus network approach offer promising potential for eas-
ier classification of MDD patients. These findings underscore the
utility of consensus network analysis in effectively distinguishing
between individuals with MDD and healthy individuals.

I. INTRODUCTION

Analyzing functional networks derived from fMRI data offers
significant opportunities for comprehending the intricacies of brain
processes in both normal and pathological states.” Various mea-
sures of connectivity can be employed to reconstruct functional
networks from fMRI data, with the most commonly used ones being
the Pearson correlation coefficient, wavelet correlation, and par-
tial correlation.”” Regardless of the specific measure utilized, the
connectivity matrix of the brain typically encompasses a broad spec-
trum of connectivity levels, ranging from weak to strong. Notably,
stronger connections do not necessarily equate to greater signifi-
cance. In fact, many psychiatric disorders manifest as subtle devi-
ations from the norm in functional connections across multiple
levels.>~*

To address the complexity of brain networks, it is common
to binarize connectivity matrices by applying a threshold, consid-
ering connections above this threshold as significant, and studying
the resulting sparse networks.” However, choosing the appropriate
threshold value can be challenging in the absence of a complete
understanding of network properties.'” Another approach that can
be employed is filtration, which captures the outcomes of all possible
binarizations of the network along with their associated threshold
values.” The resulting dependencies contain valuable information
regarding changes in network characteristics. For instance, sudden
transitions in network structure as the threshold value varies can
indicate regime switching. Consequently, filtration offers a more
powerful, sophisticated, and less commonly utilized approach to
studying brain networks.

In this paper, we introduce an advanced extension of the fil-
tration approach termed “window thresholding.” This approach
enables the identification of a characteristic sub-network whose con-
nection strengths fall within a specific range. By shifting this window
from smaller to larger values, we can analyze the transformation or
switching of sub-networks associated with different scales of con-
nections. Window thresholding offers a comprehensive analysis of
the intricate structure of brain networks, facilitating the identifi-
cation of network components across various levels of connection
strengths.

In this study, we employ the proposed approach for the first
time to the best of our knowledge to investigate differences in
functional networks derived from resting-state fMRI data between
healthy individuals and patients diagnosed with major depressive
disorder (MDD). MDD is a prevalent psychiatric disorder world-
wide and is associated with significant impairment, morbidity, and
mortality. In the field of psychiatry, the diagnostic challenges of
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MDD stem from the limitations, ambiguity, and subjectivity of tra-
ditional clinical assessments and subjective reports.'' In our analysis,
we examine the characteristics of functional networks by exploring
the transformations in their topologies as the thresholding window
is adjusted.

The observed differences between the MDD and healthy con-
trol (HC) groups in our study are regarded as potential biomarkers
for the diagnosis of MDD. Recent research has highlighted the
impact of conventional thresholding on the distinctions between
functional networks in MDD patients and healthy individuals.*'
Pitsik et al.'"” utilized a graph neural network (GNN) to classify
MDD by leveraging the topological attributes extracted from brain
functional connectivity data obtained through fMRI technology.
Their study underscores the significance of the shortest path as a
pivotal feature within the functional brain network. This charac-
teristic dictates the optimal number of GNN layers essential for
achieving highest classification accuracy for MDD patients, con-
tingent on the chosen threshold value. Nevertheless, the ranges of
connection strengths where these differences are most prominent
remain unclear due to the limitations of conventional threshold-
ing in addressing this question. The present study aims to fill this
gap by providing insights into these significant ranges of connection
strengths.

Addressing high inter-subject variability is a major challenge
when analyzing clinical data, including the investigation of func-
tional networks in MDD patients. To mitigate this issue, we utilize
the concept of a “consensus network.””* A consensus network is
a representative network comprising connections that are shared
among all individuals within a given group. This approach boasts
numerous successful applications. Notably, it has been employed
in diverse scenarios, such as the construction and examination of
brain consensus connectomes,'* the generation and analysis of con-
sensus networks for inferring potential gene interactions,"” and the
visualization of species phylogenies pertaining to a multitude of
independent genes.'® By employing this approach, we aim to account
for individual variations and focus on the commonalities in the
functional networks of MDD patients.

Furthermore, we compare the standard group-based approach,
which considers the functional networks of all individuals from both
the MDD and control groups, with the consensus network approach.
This comparison allows us to evaluate the effectiveness and advan-
tages of the consensus network approach in capturing the shared
characteristics within each group while accounting for inter-subject
variability.

Il. METHODS

A schematic representation of the research paradigm and its
overall structure is depicted in Fig. 1. This diagram illustrates the
impact of the methods applied to the original data. The subsequent
sections provide an in-depth explanation of both the data and the
methodologies employed.

A. Experimental data

In our study, we utilized a dataset comprising a set of 166 x 166
symmetric functional connectivity matrices. These matrices were
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FIG. 1. Schematic depiction of the comprehensive structure. Rectangular frames delineate the successive data analysis steps, while oval frames denote the input/output

data associated with each corresponding step.

obtained from blood-oxygen-level dependent (BOLD) signals mea-
sured in 166 distinct brain regions. Functional connectivity mea-
sures the statistical dependencies and interactions between these
regions. The BOLD signal, captured through functional magnetic
resonance imaging (fMRI), provides insights into changes in deoxy-
hemoglobin concentrations, which arise from localized variations
in brain blood flow and oxygenation. These changes are associ-
ated with underlying neuronal activity, a phenomenon known as
neurovascular coupling.

The dataset employed in our analysis consisted of connectiv-
ity matrices obtained from 85 subjects by the calculation of Pearson
correlation coefficients’ for resting-state fMRI signals from 166
brain regions. Among these subjects, 50 individuals constituted the
healthy control group (HC group), while 35 subjects were diagnosed
with major depressive disorder (MDD group). A comprehensive
account of the MRI data acquisition and its subsequent progres-
sion through standard preprocessing procedures can be found in
Sec. 2.1.3 of Ref. 12.

B. Network measures

Each functional connectivity matrix was transformed into a
network representation, allowing for the analysis of its structure and
topology. We computed several global measures to characterize the
network, including the mean node degree (k), average shortest path
length (L), clustering coefficient C, small-world coefficient o, and
small-world measure w. These measures provide valuable insights
into the connectivity patterns and organization of the networks
under investigation. Mean node degree is calculated as'’

where k; is the degree of ith node, i.e., the number of edges connected
to the ith node, N is the number of nodes in the whole graph.
The average shortest path length is calculated as'®

N N
_ Zi:l Zj:l Ly

== 2)

where L;; is the shortest path between ith and jth nodes. L; = 0 for
i=1,...,N, so we exclude it from consideration.
The Watts-Strogatz clustering coefficient is computed as'**

N
o % ; 2n/kiki — 1), 3)

where #; is the number of direct edges interconnecting the k; nearest
neighbors of the ith node.
The small-world coefficient is estimated as”!
C/C,
o= G @
(L)/{Ly)

where C, and (L,) are the clustering coefficient and the average
shortest path length for an Erd dos-Rényi random graph with the
same number of nodes and edges, respectively. ¢ > 1 means the
considered network has the properties of the small-world topology.

Finally, the small-world measurement is calculated as™
L, C
L C %)
L G

where C; is the clustering coefficient for equivalent lattice network.
By evaluating o, we can determine the degree to which the network

N
(k) = 1 Z ki, (1) exhibits characteristics of a lattice, random, or small-world struc-
N = ture. In particular, = —1 corresponds to a lattice network, w = 1
Chaos 33, 093122 (2023); doi: 10.1063/5.0166148 33, 093122-3
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represents a random network, and @ = 0 indicates a small-world
network.

For calculating the network measures, we utilized the open-
source NetworkX package in Python. This powerful library provided
us with the necessary tools and functions to compute the mean node
degree, average shortest path length, clustering coefficient, small-
world coefficient, and small-world measure. The NetworkX package
offers a user-friendly and efficient framework for analyzing and
visualizing complex networks in a Python environment.

C. Window thresholding

The weights of edges, denoted as w, in the fMRI-based func-
tional networks obtained are distributed in the range of 0-1. To
analyze specific ranges of edge weights, we introduce a threshold
value Thr. By applying a window thresholding technique, we retain
the edges with weights within a certain range of 2A Thr,

Thr — AThr < w < Thr + AThr. (6)

Increasing the threshold value Thr in the network analysis
results in retaining only strong connections while disregarding
weaker ones. As a consequence, some nodes may become discon-
nected, indicated by a strength value of 0. In order to maintain a
connected network, we remove these disconnected nodes from the
analysis. Moreover, if the graph becomes disconnected as a whole,
we select the largest connected component for further investigation.
After applying the thresholding, the resulting networks are consid-
ered unweighted, with all remaining connections assigned a weight
of 1. This simplification allows us to focus on the binary presence or
absence of connections rather than their specific strengths.

In our empirical analysis, we selected a value of AThr = 0.2
to define the width of the coupling strength window. We then var-
ied the threshold value Thr within the range of [0, 0.8]. This range
allowed us to investigate the network properties and transitions
within a window width of 0.4 for each considered Thr value. By
systematically exploring different threshold values, we were able to
analyze the effects of varying connection strengths on the network
structure and topology.

D. Linear regression

To approximate the degree distributions, we employed linear
regression using the open-source Scikit-Learn package in Python.
The degree distributions were analyzed on a double logarithmic
scale, allowing us to explore the relationship between the degree and
the frequency of nodes. Through linear regression, we obtained the
following linear approximation:

log,, P*(k) = alog,  k + ¢, 7)

where o and € are the angle and constant coefficients, respectively,
k is the degree values, P* (k) is the approximated value.

To assess the quality of the linear approximation, we use the
coefficient of determination, also known as the R-squared value.
This statistical measure quantifies the proportion of the variance in
the data that is captured by the linear regression model. It is defined
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as
_ L) = Pk)
> (Pk) — P(k)’

where P(k) is the real value, P(k) is the mean real value. R* =1
indicates that the regression predictions perfectly fit the data.

RP=1 8)

E. Consensus network

The fundamental concept behind constructing a consensus net-
work is to identify the shared connections observed in the majority
of networks within each group (HC and MDD groups). To construct
a consensus network, we complete the following procedure for each
group:

(1) Thresholding all the networks for a Thr value.
(2) Binarization of all networks, so each connection strength trans-
forms as

1 ifwij > 0,

9

Wij =

(3) Averaging the connection strengths over all networks in the
group,

LN
* "
W= a2, o
n=1
where # is the network number, N is the number of networks in

the group.
(4) Binarization of the resulting connection strengths as follows:

1 ifw;} > 0.95,
wW. —
v 0 ifw;} < 0.95.

*

(11)

The resulting connectivity matrix w* corresponds to the con-
sensus network for the considered group.

Figure 2 portrays a schematic overview of the consensus net-
work construction process using an exemplary network. For this
illustration, we selected a collection of 20 networks, each featuring 5
nodes interconnected by random undirected connections. The pro-
cedure involved computing the average of all connections utilizing
Eq. (10), followed by binarization using Eq. (11).

Ill. RESULTS

To facilitate a thorough investigation of the functional connec-
tivity networks, we employ two distinct approaches: (i) a group-
based network analysis applied separately to the HC and MDD
groups, and (ii) an analysis of the consensus networks corre-
sponding to each of the HC and MDD groups. By utilizing both
approaches, we aim to gain a comprehensive understanding of
the network properties and potential differences between the two
groups.

A. Group-based network analysis

For each threshold value (Thr), we apply thresholding by
retaining only the connections with a strength w within the range
defined in Eq. (6). Next, we examine the network properties of the
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Binarization [Eq.(11)]

FIG. 2. Schematic representation of the construction of a consensus network using an illustrative example network with five nodes.

HC and MDD groups. We begin by plotting the degree distribu-
tions, which are averaged over all the networks for each group, on
a log-log scale. Linear regression is applied to estimate the parame-
ters, as shown in Eq. (7). Figure 3 visualizes the degree distributions
of networks corresponding to different threshold values Thr.

It is noteworthy that the distributions for weak connections
with Thr < 0.3 can be accurately approximated by linear regression.
This indicates a power-law behavior on the linear scales, character-
ized by an exponent « that is typical of networks with a scale-free
topology. As the threshold value Thr increases up to 0.4, the dis-
tributions become more similar to each other. However, they also
exhibit greater nonlinearity in the log-log representation.

A distinct feature is observed at k = 10'7° for the MDD group
and at k = 10? for the HC group, both occurring at Thr = 0.5.
This peak diminishes as the threshold value increases. Moreover,
for high threshold values (Thr > 0.6), the distributions resemble
heavy-tailed power-law distributions and exhibit increasing similar-
ity among themselves.

To assess the quality and properties of the linear regression,
we use the angle o [Eq. (7)] and the coefficient of determination
R? [Eq. (8)]. Notably, the angle o estimated on a double logarithmic
scale corresponds to the exponent o of a power law. Figure 4 displays
the dependencies of « and R? on the Thr value for both groups.

Observing the plots, we can see that as the Thr value ranges
from 0.2 to 0.6, both the angle of linear regression and the coefficient
of determination decrease in absolute values. However, with further
increases in the threshold value, their dynamics reverse. It is note-
worthy that the HC group exhibits a broader range of variation in
these parameters: « € [—1.35,—0.25] and R? € [0.1,0.8], compared
to the MDD group with « € [—0.9, —0.5] and R* € [0.25,0.55].

Figures 3 and 4 provide insights into the degree distribu-
tions and angles of linear regression for different threshold values.
Notably, for both low (0.2) and high (0.8) threshold values, the

distributions (particularly for the HC group) exhibit a strong lin-
ear approximation in the log-log scale. Consequently, the network
topology can be described as scale-free, characterized by a power-
law distribution with an angle of linear approximation in the range
of [2, 3].”

To explore additional network properties, we calculate several
global network measures, including mean node degree (k), aver-
age shortest path length (L), clustering coefficient C, small-world
coefficient o, and small-world measurement w. Figure 5 depicts the
dependencies of these measures on the threshold value Thr for both
groups. Each line represents the mean value of the measure for the
group, while the vertical lines indicate the standard deviation within
the group.

Interestingly, node degree and average shortest path exhibit
contrasting dynamics as the threshold changes. In the case of the
MDD group, these measures show changes within a narrow range
of values. Conversely, for the Control group, the measures display
significant variations. As the threshold transitions from 0.2 to 0.6,
(k) increases while (L) decreases. However, with a further increase
in Thr, these changes are reversed.

The clustering coefficient demonstrates an increasing trend
across the entire range of threshold values, reaching values of 0.3-0.6
for the HC group and 0.7 for the MDD group. Notably, the cluster-
ing coefficient values consistently remain higher for the HC group
compared to the MDD group.

The small-world coefficient o0 and small-world measurement
o are significant network measures as they characterize the prop-
erties of small-world topology in the analyzed networks. Notably,
the mean values of o are consistently greater than 1 for all thresh-
old values in both groups, indicating the presence of small-world
properties in the network topology.

However, the small-world measurement  exhibits interesting
behavior. Starting at 0.5 for Thr = 0.2, w decreases to nearly 0 for
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FIG. 3. Degree distributions of networks in a log-log scale corresponding to each threshold value with linear regression: Thr = (a) 0.2, (b) 0.3, (c) 0.4, (d) 0.5, (e) 0.6, (f) 0.7,
(g) 0.75, (h) 0.8. Each figure shows degree distributions for two groups of subjects (blue—MDD, orange—HC group).

the MDD group and —0.1 for the HC group as the threshold value
increases. This suggests that for weak connections, the network
topology lies between fully random and small-world topologies. As
the threshold value increases, the network topologies of both groups
transition toward a small-world topology.

—e— Control
-04 1 |- MDD

—e— Control

(b) 0.2 03 0.4 0.5 0.6 0.7 0.8 Thr

FIG. 4. The dependencies of the linear regression parameters on the threshold
value Thr for HC (blue) and MDD (red) groups: (a) the angle coefficient oz and
(b) the coefficient of determination R?.

Thus, the group analysis of the topological properties of the
networks reveals similar behaviors in both healthy control and MDD
patients as the threshold value is changed. This similarity poses a
challenge when it comes to classifying and analyzing the distinctive
features of functional brain network organization in patients using
this approach. It suggests that the examined network properties
may not be effective discriminators between healthy individuals and
those with MDD, highlighting the need for alternative approaches
or additional features to improve classification accuracy in this
context.

B. Consensus network analysis

As an alternative approach for analyzing the topological prop-
erties of functional connectivity networks, we employed the con-
struction and analysis of consensus networks for both the HC and
MDD groups. The consensus network was constructed using the
mathematical approach described in Sec. II E. Figure 6 presents the
degree distributions of the consensus networks on a log-log scale for
each threshold value Thr, along with linear regression lines for both
the HC and MDD groups. Notably, the distributions exhibit notable
differences at low Thr values, gradually becoming more similar to
each other as the threshold value increases.

Figure 7 displays the dependencies of the linear regression
parameters, specifically the angle coefficient (o) and the coefficient
of determination (R?), on the threshold value Thr for both groups.
In the case of the HC group, the linear approximation demonstrates
good quality for low threshold values (R? > 0.8), but its effectiveness
decreases as Thr increases. The angle coefficient shows a gradual
decrease in absolute values, ranging from —1.4 to —0.4. Conversely,
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FIG. 5. The dependencies of the network measures on the threshold value Thr for HC (blue) and MDD (red) groups: (a) mean node degree (k), (b) average shortest path
length (L), (c) clustering coefficient C, (d) small-world coefficient o and (e) small-world measurement w. Vertical lines correspond to standard deviation of the measure for
the group. Horizontal dashed lines in (d) and (e) correspond to the reference values.

the dynamics of these parameters for the MDD group consensus In contrast to the group-based network approach, the con-
network exhibit an opposite trend. Notably, for high threshold val- sensus network analysis reveals that only the degree distribution
ues, the linear regression parameters appear to be similar for both of the HC group can be well approximated in a linear fashion on
groups. a log-log scale, particularly for low threshold values. It is worth
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noting that the angle coefficient o remains consistent between
the two approaches, with a value of —1.4. Consequently, when
employing the consensus network, we observe the characteristics of
scale-free topology primarily for the HC group in relation to weak
connections.

In the subsequent analysis, we computed five network mea-
sures: mean node degree (k), average shortest path length (L),

<k> <L>
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clustering coefficient C, small-world coefficient ¢, and small-world
measurement w. As depicted in Figs. 8(a)-8(d), the behavior of
most measures exhibits significant differences between the two
groups, with opposite changes observed. Specifically, for the HC
group’s consensus network at low threshold values, we observe
a low node degree and clustering coefficient, accompanied by
a high average shortest path length and small-world coefficient.
Conversely, the MDD group’s consensus network demonstrates
a high node degree and clustering coefficient, as well as a low
average shortest path length and small-world coefficient for the
same range of threshold values. As the threshold value increases,
the HC group’s network exhibits an increase in the average node
degree ({(k)) and clustering coefficient (C), while the average short-
est path length ((L)) and small-world coefficient (o) decrease. In
contrast, the MDD group’s network demonstrates the opposite
trend, eventually intersecting with the HC group at threshold val-
ues ranging from 0.3 to 0.5. Consequently, for high threshold values,
both networks display inverse characteristics with respect to each
other.

Particular attention should be given to the parameter w due
to its distinct dynamics compared to the other measures. Initially,
the HC group’s consensus network starts at a value of 1.0, while
the MDD group’s network begins at 0.4. As the threshold value
Thr increases, both dependencies converge and decrease to approx-
imately —0.2. Notably, the consensus network for the HC group
transitions from a random topology (w ~ 1.0) to a small-world
topology (w = 0) as the connection strengths change. On the other
hand, the consensus network for the MDD group exhibits a topology
that lies between fully random and small-world for weak connec-
tions. However, for high threshold values, it also transitions into a
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FIG. 8. The dependencies of the consensus network measures on the threshold value Thr for HC (blue) and MDD (red) groups: (a) mean node degree (k), (b) average
shortest path length (L), (c) clustering coefficient C, (d) small-world coefficient o and (e) small-world measurement . Horizontal dashed lines in (d) and (e) correspond to

the reference values.
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small-world topology, resembling the pattern observed in the HC
group.

Thus, the analysis of consensus networks for healthy control
and MDD subjects highlights distinct behaviors at different scales of
coupling strength. These consensus networks uncover unique fea-
tures of network topology that differ between the HC and MDD
groups.

IV. CONCLUSION

In this study, we examined the functional connectivity net-
works of individuals with major depressive disorder (MDD) and
healthy control (HC) groups using two different approaches. Firstly,
we performed a group-based network analysis on the MDD patients
and healthy control groups. Secondly, we analyzed the consen-
sus networks specific to each group. For both approaches, we
employed thresholding by retaining connections within a certain
strength range (Thr — AThr < w < Thr + AThrwith AThr = 0.2).
We then investigated the degree distributions using linear regression
and calculated several network measures for each group, including
mean node degree (k), average shortest path length (L), clustering
coefficient C, small-world coefficient o, and small-world measure-
ment .

Our research using group-based network analysis revealed
interesting findings regarding the network topology of both HC
and MDD groups. As the threshold value increased, we observed
a transition in the network topology from a scale-free-like structure
to a combination of small-world and scale-free topologies for both
groups. The degree distributions, particularly in the HC group, were
well approximated by a linear function on a log-log scale, indicating
a scale-free topology. Furthermore, the small-world measurement
showed a transition from approximately 0.5 to nearly 0 as the thresh-
old value increased, suggesting that the network topology in the
presence of weak connections lies between fully random and small-
world structures. As the threshold value increased, both groups
exhibited a shift toward a small-world topology. Interestingly, the
dynamics of all network characteristics remained consistent for
both groups, posing challenges in using this approach for effective
classification purposes.

Using the consensus network approach, we observed distinct
behaviors of the consensus networks for both groups as the thresh-
old value varied. In the case of the HC group, the degree distribu-
tion could be effectively approximated using linear regression on
a log-log scale, but this was primarily observed for low threshold
values. Interestingly, the consensus network for the HC group exhib-
ited a transition in topology, shifting from a combination of scale-
free and random topologies (@ ~ 1.0) to a small-world topology
(w ~ 0) as the connection strength changed. In contrast, the con-
sensus network for the MDD group demonstrated a more complex
behavior. For weak connections, the network topology was situated
between fully random and small-world structures, and as the thresh-
old value increased, it gradually transitioned into a small-world
topology for strong connections. Hence, the consensus network for
the HC group displayed a shift from a combination of scale-free
and random topologies to a small-world topology with increas-
ing threshold values, while the network topology for the MDD

pubs.aip.org/aip/cha

group exhibited uncertainty for weak connections and eventually
converged toward a small-world topology for strong connections.

The utilization of the consensus network approach has pro-
vided valuable insights into the disparities between the HC and
MDD groups in terms of consensus network measures across a
wide range of threshold values. Notably, the mean node degree,
average shortest path length, clustering coefficient, and small-world
coefficient exhibited distinct and contrasting changes for the HC
and MDD groups, intersecting at threshold values ranging from
0.3 to 0.5. These pronounced differences in the network measures
present an opportunity for leveraging them in the classification of
MDD patients, highlighting the potential of the consensus network
approach for discerning between the two groups.
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