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Abstract Motor imagery is a widely used technique in neurophysiological research and brain—computer
interface applications for restoring lost motor functions. This study aimed to analyze the neural correlates
of motor imagery at the level of brain functional networks using electroencephalography (EEG). Thirty
subjects performed motor executions, quasi-movements, and imaginary movements while EEG data were
recorded. We explored the correlation between the latency of motor imagery and the characteristics of
brain functional networks in the alpha- and beta-frequency ranges. The analysis revealed a number of nodes
within the network whose local cluster coefficients negatively correlated with the time of motor imagination
onset. This indicates that a decrease in the corresponding networks metrics would lead to improved rate of
motor imagination. These nodes were predominantly located in the frontal cortex, parietal, and temporal
lobes. The identified nodes, particularly the Frontal Mid L zone, hold promise as potential targets for
non-invasive brain stimulation techniques such as transcranial magnetic stimulation or transcranial direct
current stimulation. Stimulating these areas may enhance motor imagination ability and facilitate the

rehabilitation process, especially for stroke patients with severe motor impairment.

1 Introduction

According to the trends in neuroscience, a large number of modern studies are devoted to the phenomenon of
motor imagery (MI) [1]. Tt is the state during which motor acts are mentally reproduced in working memory
without any overt motor output [2]. This technique has become most popular in combination with non-invasive
brain—computer interfaces (BCls), often utilizing EEG. The use of such BCIs is a promising direction in restoring
lost motor functions [3-6]. In the context of motor activity rehabilitation, BCI systems are able to recognize a
patient’s attempt to move. However, the severity of the disorder often hampers the operator’s interaction with
the neurointerface. It is supposed to use non-invasive techniques, such as functional electrical stimulation or
transcranial magnetic stimulation (TMS), to overcome such problem. Nevertheless, the challenge of selecting the
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most impactful stimulation site to improve the qualitative characteristics of MI and interaction with BCI remains
unsolved.

Changes in brain rhythms during MI performance may serve as the discriminating characteristics of brain areas.
Motor imagery is primarily accompanied by the desynchronization of mu- and beta-rhythms in the sensorimotor
areas of the cortex [7, 8]. Global synchronized activity in the theta range is also observed during the initiation
phase of imaginary movements [9, 10]. Furthermore, desynchronization of the mu-rhythm correlates positively with
the increase in corticospinal excitability [11-14]. It may indicate the success in the reproduction of motor images
and the greatest contribution to the rehabilitation procedures using this paradigm [6, 15-17].

The primary focus in studying the neural mechanisms of motor imagery is investigating the brain areas involved
in forming the ideomotor act. Many brain regions are associated with MI performance. Activation sites are present
in the premotor cortex (PMC), supplementary motor area (SMA), and lower parietal lobes, including the intra-
parietal sulcus (IPS). But mostly, MI is associated with the motor cortex. Interestingly, the primary motor cortex
(M1) shows only about 30% of the activation observed during real motor execution, and the activation site is
located more anteriorly in the precentral gyrus [1, 18]. Although various zones have been studied for mapping and
influencing the processes of MI formation, many studies have predominantly focused on the primary motor cortex.
They utilized methods, such as TMS and electrical stimulation (tDCS), to non-invasively alter cortical excitability.
These studies demonstrate the relationship between the primary motor cortex activation and the performance of
the MI task [19], the degree of event-related desynchronization during motor imagery [11], as well as changes in
muscle activity [20]. As in the TMS studies, a tDCS session for the primary motor cortex before applying MI-BCI
significantly improved test scores in a group of stroke patients [21].

Functional networks (FNs) [22, 23] emerging during MI are also being investigated [24-26]. The role of the
motor cortex and the connectivity between the superior parietal lobule and the supplementary motor area in
kinesthetic and visual motor imagery has been explored [27]. Additionally, the connectivity between the SMA and
other brain regions during MI performance has been discovered [28]. However, the correlation between specific MI
characteristics and the activity of brain FN has not been thoroughly examined. Such investigations will make it
possible to identify the FN nodes, the impact on which could change the characteristics of the MI (e.g., reduce
the latency of MI) through external influences (e.g., TMS).

This study is aimed at the analysis of motor imagery mechanisms at the level of the brain functional networks.
To do this, we reconstruct the neural sources and FNs using EEG data. Based on network analysis, we identify
the brain areas that influence the characteristics of MI.

2 Materials and methods

2.1 Subjects

The study comprised 30 subjects (21 women) aged 18 to 34 years, with a mean age of 20.93 £ 2.14—mean
+ standard deviation). None of the subjects had a previous psychiatric or neurological history. Based on the
Edinburgh inventory, all subjects had a right-dominant hand score of 0.77 + 0.18 (mean + standard deviation).
The study received approval from the local ethics committee and was conducted in accordance with the Declaration
of Helsinki. Informed consent has been obtained from all subjects involved in the study.

2.2 Experimental design

The experimental session began with the subjects undergoing a test to determine their dominant hand. Subse-
quently, EEG electrodes were placed on the subject’s head according to the “10-10” scheme (32 channels: Fpl,
Fp2, F3, Fz, F4, Fcl, Fc2, F7, Ft9, Fcb, F8, Fc6, Fcl0, T7, Tp9, T8, C3, Cz, C4, Cp5, Cpl, Cp2, Cpb6, Cpl0,
P7, P3, Pz, P4, P8, O1, Oz, 02). At the same time, the subject received instructions about the structure of
the experiment and the performance of quasi-movements and imaginary movements. EEG was carried out using
Ag/AgCl electrodes connected to an NVX-52 amplifier (MKS, Zelenograd, Russia). The resistance at all electrodes
was below 15 k2, and the recording was performed at a sampling rate of 1 kHz.

Next, the experiment began with the EEG recording, and the stages of the experiment were predefined (Fig. 1)
and controlled by the computer program. After a 3 min recording of background activity (baseline), motor execu-
tions (ME) were performed, followed by quasi-movements (QM), and a series of imaginary movements (MI). We
used such a sequence of tasks for the facilitation of quality performance by the participants of kinesthetic motor
imagery. Rest intervals of 2 min (rest) was provided between tasks. Finally, another recording of background
activity (baseline 2) was conducted.

Each series of movements consisted of 20 trials. The trial consisted of making the corresponding hand movement
for 5 s (“motor task”), followed by a 5-second pause between successive movements (Fig. 1). Instructions regarding
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Experimental session

20 trials 20 trials 20 trials
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Fig. 1 Design of the experiment. A Timeline of the experiment session. B The typical sequence of the visual cues and the
structure of one trial. ME—motor execution, QM- quasi-movements, MI-imaginary movements

the tasks to be performed were presented to the subjects as a visual stimulus in the form of a cross with an arrow
(known as the ”arrow paradigm” [29]) displayed on a 27-inch monitor positioned 2 ms away from the subject at
eye level.

2.3 Preprocessing of EEG

The EEG data underwent signal processing to eliminate power line interference at 50 Hz and its harmonics.
This was achieved by employing a band-stop Butterworth filter with a range of [49.5, 50.5] Hz. Furthermore,
to minimize the impact of different sources of noise and physiological artifacts, a band-pass Butterworth filter
was utilized within the range of [1, 70] Hz. Considering that eye movements and cardiac activity can disrupt the
desired frequency range of the EEG signals (1-30 Hz), an independent component analysis (ICA) was employed
to effectively eliminate these unwanted artifacts [30].

2.4 Epoching of data and sensor-level analysis

Based on the knowledge regarding the specific dynamics of brain rhythms during MI tasks, time intervals of
interest (TOIs) and frequency ranges were selected for further analysis at the source level. Theta (4-8 Hz), alpha
(10-14 Hz), and beta (14-30 Hz) frequency ranges were considered. The following TOIs were chosen for analysis:
the pause interval between successive executions of movements (Pre, 0.5—4.5 s, time is indicated relative to one
trial, see Fig. 2); the first 0.5 s after the command (Postl, 5—5.5 s); 2 s interval during movements imagination
(Post2, 6-8 s). It is known that within the first approximately 0.5 s after the command to perform a movement
(both real and imaginary), a synchronization (increase) of the theta rhythm is observed. This reflects the process of
sensorimotor integration resulting from the reaction to the stimulus and preparation for executing the movement
[9]. Subsequently, there is a desynchronization (decrease) of alpha- and beta-rhythms in the motor and frontal
cortices. Such rhythm dynamics correspond to the process of an imaginary movement performing. In this study,
we will further consider the Post2 interval, as it encompasses processes related to the execution of the motor task.

To validate the chosen TOls, the sensor-level analysis was performed. The power of the wavelet spectrum was
calculated using the Morlet basis function for the selected EEG TOIs and frequency ranges. For each subject, the
wavelet power was averaged over the respective time and frequency ranges and across 20 trials of the imaginary
movement series. The obtained wavelet power distributions (topograms) in the group of subjects were compared
using a statistical ¢ test for paired samples, specifically for the Post- versus Pre-intervals, in the theta, mu, and beta
ranges (see Fig. 2). Statistical significance was corrected for multiple comparisons using a permutation cluster-based
test with Monte Carlo randomization [31], with an alpha significance threshold of 0.025. This process resulted in
clusters in power distributions in the spatial domain (along the EEG channels), indicating statistically significant
power changes between the analyzed conditions.

The described above dynamics of brain rhythms are validated by the sensor-level results (see the topograms
in Fig. 2) obtained through statistical comparisons of wavelet power distributions for different time intervals and
frequency ranges.
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The visual cue for motor Pre — pause between motor task or pre-cue interval

task l Post — motor task or post-cue interval
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Fig. 2 Illustration of the structure of one trial during the performance of MI task and the qualitative dynamics of 8-, a-,
and G-rhythms. The topograms show the results of the statistical comparisons of power distributions over the channels
between post-cue (0.5—4.5 s or 5—5.5 s) and pre-cue (6-8 s) intervals averaged over the corresponding time intervals and
frequency ranges (6- and (a+(3)-range); the results were obtained using the permutation cluster-based ¢ test at the group-
level; the color indicates the values of t-statistics; red points mark the channels where significant changes between Post-
and Pre-intervals are observed

2.5 Reconstruction of brain functional network

Functional connections in the cortical network of the brain were determined in the source space [32] across different
frequency ranges (alpha and beta) and during selected time intervals (Pre, Post2, Rest). For the source localization,
we utilized the partial canonical coherence (PCC) method, which operates in the frequency domain [33]. The PCC
method is better suited for estimating connections between source dipoles, since it is more flexible in terms of
data processing: PCC directly derives the Fourier coefficients (amplitude and phase estimates) for each dipole,
separately for each of the trials.

MRI template image of the brain ”Colin27” [34] was utilized to construct a head model using the boundary
element method (BEM) with three types of tissues: brain, skull, and scalp [35]. Source activity distributions were
obtained on a three-dimensional grid with 12000 voxels in the brain. To map the locations of the sources to the
anatomical regions of the brain, the brain atlas with automated anatomical labeling (AAL) was employed [36].
The source power was averaged over the corresponding TOlIs.

We used a coherence measure to assess the strength of the connection between sources [37]. It allows to exclude
more effectively false connections that are caused by the effect of field spread (”field spread” problem). Thus, to
restore the functional network, the matrix of connections between all nodes (dipoles) in the brain volume is first
determined. The parceling procedure is then carried out using the AAL brain atlas, resulting in a 116x116 matrix
that contains coherence measures between 116 brain anatomical regions. For further analysis, we consider changes
in the connection measures relative to the resting-state connectivity matrices (the so-called, “baseline correction”
procedure was performed).

To identify functional connections that significantly change between compared conditions or time intervals, a
network modification of a nonparametric cluster-based test (network-based statistic, NBS) was used [38], as well
as the false detection rate (FDR) approach [39]. These approaches allow one to effectively solve the multiple
comparisons problem at the network level. To analyze the direction of the effect between the conditions, the
connections were averaged over all the links included in the corresponding identified cluster.

2.6 Estimation of the MI latency

To evaluate the efficiency of movement imagination, we estimated the latency of MI in the form of average brain
response time. We made it due to the peculiarities of motor imagination since the very moment of MI beginning
cannot be registered using EMG or other devices: MI does not have its obvious manifestations. We proposed an
original procedure for determining the response time. First, we selected 13 channels (FC5, FC1, FC2, FC6, T7,
C3, Cz, C4, T8, CP5, CP1, CP2, CP6) related to the motor area. Then, the wavelet transformation with the
Morlet basis function in the alpha frequency range was applied to the considered data. The acquired data were
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trimmed over time with an offset of 0.5 s at both ends to avoid edge effects. The data corresponding to the Pre-TOI
were averaged over time and used for the percentage normalization of data in the Post TOI. The resulting wavelet
surfaces were averaged over frequencies. Thus, for each trial of each person, there were 13 (according to the number
of channels) time series of averaged amplitudes in the upper alpha range. For the data obtained, a clustered-based
one-sample t-test with permutations was used. The unit of observation was a single trial, and the test was carried
out separately for each person. Before the test, the adjacency matrix of EEG channels was also calculated and
used in clustering. During the test, the critical alpha level was set to 0.05. However, if it was not possible to detect
significant clusters, then the level was successively reduced to values of 0.025, 0.0125, and 0.0015625. To estimate
the average response time for each person, the local minimum time on t-values dependence in the first significant
cluster of channels was chosen (see [10] for more detailed description of the algorithm).

2.7 Network analysis

For the estimation of the correlation between the functional connectivity strength and the time of MI initiation
in the group of subjects, Pearson’s correlation test with permutations was applied. For this purpose, the sets with
reaction times and connection strengths were mixed separately, and the Pearson coefficient was calculated for
the resulting sets. This procedure was repeated 1000 times, with the help of which the distribution of Pearson
coefficient values corresponding to the null hypothesis was calculated. Then the coefficient for the original sets was
calculated. If it exceeded a certain value corresponding to the critical level of the null distribution o = 0.025, the
obtained index was considered significant. The described procedure was repeated separately for each functional
connection.

To characterize the topological structure of identified brain networks, we calculated the undirected weighted
local clustering coefficient [40], which measures the prevalence of node clusters in a functional network.

2.8 Methods implementation

Preprocessing of EEG data, epoching, sensor-level analysis and statistics, and source-level connectivity analysis,
were performed in MATLAB 2018b using FieldTrip Toolbox [41]. The estimating of the MI brain response time
was made with the Python MNE package. To analyze correlations between functional connectivity measure and
MI latency, we utilized the Pearson correlation test in the SciPy package. To calculate clustering coefficient, we
used Brain Connectivity Toolbox [40].

3 Results

3.1 Ml latency

For each subject, we assessed the average MI latency (see the group-level distribution of MI brain response time
in Fig. 3). The mean time for the group was about 1.1 s.

0.8
0.7
0.6
0.5
0.4
0.3
0.2

Probability density P

0.1

0.0

T T T T T T

0 1 2 3 4 5
Time (sec)

Fig. 3 The group-level distribution of MI brain response time
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¥

Fig. 4 Functional connections in the coronal, axial, and sagittal projections of the brain identified using a statistical NBS
t test Post2 vs. Pre at the level of the group of subjects for alpha (Left) and beta (Right) frequency ranges. The 30 most
significant connections are shown

S| W

3.2 The Ml-specific brain functional networks

We analyzed the brain functional networks specific to MI performance. Utilizing the statistical NBS t-test (Post2
vs. Pre), we revealed character sub-networks where the connections are stronger in the Post2 TOI compared to the
Pre-TOI both in the alpha (Fig. 4, Left) and beta (Fig. 4, Right) frequency ranges. In the alpha range, 12 nodes
and 13 edges were identified with a p-value of 0.005, while in the beta range, 31 nodes and 30 edges were found
with a p value < 0.001. The revealed network in the alpha range includes the following main hubs: the superior
and middle frontal gyri on the right, and the precuneus on the right (Precuneus_R), which reflect the activity of
the central executive network. The network in the beta range includes the following main hubs: the superior frontal
gyrus on the right and the inferior temporal gyrus on the right. Additionally, the motor and visual cortex regions
were also involved in these networks, indicating their activation during the imagination of movements, under the
control of the central executive network.

3.3 Results of correlation analysis

We carried out a correlation analysis and revealed functional networks in the alpha and beta ranges (see Fig. 5),
in which changes in the strength of connections between Post—Pre-intervals, associated with the performance of
MI, significantly positively correlated at the group level with the rate of MI onset. In the alpha range, the revealed
network consisted of 46 nodes and 58 edges with a p value of 0.005. In the beta range, there were 20 nodes and 16
edges with a p value < 0.001. These networks are the so-called “task-positive networks” (TPNs) and include hubs
from the central executive network, ventral attentional network, and elements of the motor cortex.

3.4 Analysis of the network measures

The topological consideration of the identified task-positive networks revealed their distributed structure across
various brain regions, including several key nodes (hubs). We conducted a correlation analysis to reveal relationships
between the changes (Post—Pre) in the nodes’ clustering coefficients and the time of MI initiation. Table 1 presents
the nodes (brain regions) that exhibited in the alpha frequency range significant correlations between the change
in their clustering coefficients and the time of MI initiation, along with the corresponding Pearson correlation
coefficients (R) and p values. These nodes were primarily located in the frontal cortex, parietal lobe, and temporal
lobe. Note that all significant nodes exhibited a negative correlation. In this context, a negative correlation indicates
that an increase in the clustering coefficient leads to a shorter reaction time. Therefore, to decrease the time of MI
initiation, it is necessary to increase the clustering coefficient of the node characterized by a significant negative
correlation.
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Alpha

p-value: 0.005
Number of edges: 58
Number of nodes: 46

Beta

485

p-value: <0.001
Number of edges: 16
Number of nodes: 20

Fig. 5 Functional connections in the coronal, axial, and sagittal projections of the brain, in which changes in the strength
of connections between Post—Pre-intervals significantly positively correlated at the group level with the rate of MI onset
(the so-called “task-positive networks”); the networks are shown for the alpha (Left) and beta (Right) frequency ranges

Table 1 Nodes (brain areas) for which a significant correlation was found between the change in their clustering coefficients
and the time of MI initiation, as well as the corresponding Pearson correlation coefficients R and p values

Band Zone p value

10-14 Hz Amygdala_L — 0.44673 0.014993
Frontal_Mid_L — 0.3363 0.043978
Frontal_Mid_Orb_R — 0.3658 0.029985
Frontal_Mid_R — 0.38251 0.023988
Frontal_Sup_R — 0.36091 0.046977
Hippocampus_L — 0.3554 0.030985
Occipital_Mid_L — 0.35398 0.03998
Pallidum_L — 0.39299 0.022989
Postcentral R — 0.35109 0.021989
Putamen_L — 0.38232 0.033983
SupraMarginal R — 0.42037 0.008996
Temporal_Mid_R — 0.35114 0.04098
Temporal_Pole_Sup_L — 0.34339 0.047976
Thalamus_L — 0.42799 0.004998
Thalamus_R — 0.3607 0.03998

4 Discussion

In this study, we investigated the correlation between the temporal characteristics of motor imagery and the activity
of functional brain networks in the alpha and beta frequency ranges. Our findings revealed that certain nodes within
the network, predominantly located in the frontal cortex, parietal lobe, and temporal lobes, exhibited correlations
with the temporal characteristics of motor imagination. These results align with the current understanding of
the activation centers involved in motor imagination [42-46]. Specifically, we focused on identifying negative
correlations in these nodes, indicating an increase in the corresponding network metric, which can enhance the
rate of motor imagination. The results of our study are consistent with previous research that observed a decrease
in EEG activity in the mu-band during motor imagery tasks [26, 47, 48]. It has been suggested that mu (alpha)
oscillations may serve as an index of successful imagery performance [49], although the relationship between
response time characteristics and brain networks has not been previously explored.
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TMS can be employed to influence the local clustering coefficient, making the identified nodes (Table 1) potential
candidates for stimulation. Enhancing motor imagery characteristics is particularly important for accelerating a
rehabilitation process. Studies have shown that motor imagery ability is preserved even in stroke patients with
severe motor impairment and can be further improved through specialized feedback training [50]. Therefore,
targeting brain regions activated during motor imagery tasks for TMS intervention in stroke patients with severe
motor impairment holds promise. While some nodes may be inaccessible for TMS stimulation, alternative non-
invasive techniques such as transcranial direct current stimulation (tDCS) can be considered. For example, anodal
tDCS over lobule VII has been shown to modulate cortical and sub-cortical nodes involved in the execution and
imagination of specific movements, leading to improved motor performance and accuracy [51]. Anodal tDCS can
also enhance motor imagery performance when used as a neurofeedback tool in motor imagery tasks [52]. In
more complex tasks, like postural control, tDCS has demonstrated short-term effects on motor imagery practice,
particularly in individuals prone to fatigue and patients with neurological conditions [53].

The obtained results show that the Frontal Mid L zone appears to be a promising area for stimulation as it serves
as an important hub in the central executive network and represents the dorsolateral prefrontal cortex (DLPFC)
that is uniquely activated during motor imagery [54]. This is consistent with the results [55] where the right DLPFC
and the right inferior parietal lobule (IPL) showed high activation levels during motor imagery tasks involving
object manipulation. It is known that the DLPFC is associated with dynamic changes in response strategy [56].
It is related to choosing the strategies to reach the goal [57] and selecting and maintaining behaviorally relevant
information [58]. Importantly, this area is highly accessible with TMS.

Based on the results obtained, we conclude that in order to activate the MlI-specific functional networks, it
is necessary to influence the hubs of these networks with TMS or tDCS, while it is beneficial to choose those
that demonstrate a significant negative correlation with time. This is necessary in order to activate them more
effectively and thereby prepare a person to complete the assigned MI task. Indeed, the recent study by Kurkin
et al. [10] discovered that rhythmic transcranial magnetic stimulation of the left DLPFC speeds up the MI latency.
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