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ABSTRACT

A multilayer approach has recently received particular attention in network neuroscience as a suitable model to describe brain dynamics by
adjusting its activity in different frequency bands, time scales, modalities, or ages to different layers of a multiplex graph. In this paper, we
demonstrate an approach to a frequency-based multilayer functional network constructed from nonstationary multivariate data by analyzing
recurrences in application to electroencephalography. Using the recurrence-based index of synchronization, we construct intralayer (within-
frequency) and interlayer (cross-frequency) graph edges to model the evolution of a whole-head functional connectivity network during a
prolonged stimuli classification task. We demonstrate that the graph edges’ weights increase during the experiment and negatively correlate
with the response time. We also show that while high-frequency activity evolves toward synchronization of remote local areas, low-frequency
connectivity tends to establish large-scale coupling between them.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0028053

Complex network theory provides appropriate graph-theoretical
tools and models to describe brain functioning from an inte-
grative perspective. Specifically, previous studies report the
multiplex network’s relevance in consideration of the function-
ally dissociated neuronal interactions by adjusting connectivity
within frequency bands of interest to the different layers of
the graph. Simultaneously, the graph’s interlayer connections
might be defined by a local cross-frequency coupling (CFC),
establishing coordination of within-frequency synchronized neu-
ronal populations. Combining both types of coupling, multilayer
networks represent a suitable model for exploring large-scale
neuronal interactions. To properly construct graph edges from
magneto- or electroencephalography (M/EEG) recordings based
on the estimation of phase synchronization (PS), one should
apply advanced methods for nonlinear time-series analysis robust
against the nonstationarity and poor signal-to-noise ratio of these
signals. Here, we demonstrate an approach to multilayer func-
tional networks from nonstationary multivariate data by analyz-
ing recurrences in application to electroencephalography (EEG).
We employ this method to reveal the evolution of functional

cortical connectivity in the course of a prolonged cognitive task.
Using a multilayer analysis, we demonstrate the growth of the
graph edges’ weights during the experiment and their nega-
tive correlation with the response time. Besides, we establish
that while high-frequency activity coordinates remote local areas’
synchronization, low-frequency connectivity tends to establish
large-scale coupling between them.

I. INTRODUCTION

Brain activity captured by magneto- and electroencephalog-
raphy (M/EEG) represents a combination of broadband neuronal
oscillations, or brain rhythms.1 Different rhythms underlie function-
ally dissociated brain activity and their interaction forms a core of
cognition.2

Particularly, synchronization of slow theta (4–8 Hz) oscilla-
tions mediates large-scale neuronal interactions in human mem-
ory and sensorimotor integration,3–6 whereas brain-wide alpha
(8–12 Hz) and beta (15–30 Hz) coupling stands behind the
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top-down communication, sensory processing, and perceptual
decision-making.7–10

At the same time, interaction between neuronal oscillations
in different frequency bands, i.e., a cross-frequency coupling (CFC),
determines the established spike-timing relationships and, thus,
coordinates the activity of within-frequency synchronized neuronal
ensembles.11–13 Recent studies report the vital role of CFC in visual
working memory and attention tasks.11,14

Thus, both within- and cross-frequency connections play
important roles in coordination of neuronal processing. Consider-
ing these processes from an integrative perspective, modern neu-
roscience actively employs network theory that provides a set of
relevant graph-theoretical tools to describe brain functioning dur-
ing task-related activity and at rest.15,16 In this context, a multilayer
network, where each layer is adjusted to within-frequency synchro-
nized networks and CFC is defined by the multiplex connections, is
a suitable construct for modeling neuronal communication.17–23

Constructing edges of such a functional multilayer graph from
multichannel M/EEG data is usually based on the quantification
of phase synchronization (PS)—a cornerstone mechanism of estab-
lishing spike-time relationships between neuronal ensembles.24,25

Traditionally, PS is measured in terms of 1:1 phase-locking26 in the
case of within-frequency coupling and n:m phase-locking in the
case of CFC.27 At the same time, M/EEG recordings represent noisy
non-stationary data, especially at high frequencies, where the signal-
to-noise ratio is naturally poor, and thus a correct definition of phase
may be problematic, since stronger noise causes undesirable phase
slips.27,28 Also, in the case of CFC, phase-locking measures are sen-
sitive to the definition of main frequencies of the interacting brain
rhythms and the ratio between them.

A potential way to overcome these limitations is to use recur-
rence quantification analysis (RQA)—a powerful toolbox for non-
linear time-series processing, which estimates the probability of
a system to visit its previous states, i.e., to recur.29,30 In Ref. 31,
Romano et al. introduced the recurrence-based measures to quan-
tify phase and generalized synchronization in a pair of interacting
systems through the analysis of their joint recurrences. Further,
a bulk of studies has shown the applicability of the recurrence-
based measures of synchronization to the within-frequency analysis
of integrative processes in the brain.32–37 However, a possibility to
reveal cross-frequency synchrony has not been demonstrated so
far.

In this work, we have applied the recurrence-based analysis
to construct the edges of a multiplex brain graph from the mul-
tichannel EEG. We show that the recurrence-based approach is
essentially suitable for a CFC problem being compared with the tra-
ditionally applied phase-locking value (PLV). We also emphasize
that the analysis of recurrences gives clearly interpreted results in
terms of cross-frequency modulation. In the framework of the mul-
tilayer approach, we have modeled the evolution of a prestimulus
functional connectivity in the course of a prolonged cognitive task.
We have adjusted each layer to the cortical connectivity within spe-
cific frequency bands—theta (4–8 Hz), alpha (8–12 Hz), and beta
(15–30 Hz)—whereas interlayer links have defined the local cross-
frequency synchrony. We reveal the properties of functional con-
nectivity from a multilayer perspective, which, we suggest, underlie
the improvement of behavioral performance.

II. METHODS

A. Connectivity analysis

In this work, we carried out sensor-level functional connectivity
analysis following the recurrence-based approach to detect
synchronization for a non-stationary time-series developed by
Romano et al.31 Functional connectivity was estimated during the
1 s prestimulus period, i.e., in a time frame [−1, 0] s, where time 0
corresponded to a stimulus presentation.

1. Recurrence analysis

Given two EEG signals x(t) and y(t), we applied Takens’
embedding theorem38 with time delays τ x,y and embedding dimen-
sions dx,y to construct the corresponding trajectories {xi}

N
i=1 and

{yi}
N
i=1.
Recurrence plots (RPs) of these trajectories and their joint

recurrence plot (JRP) were defined as the matrices,

Rx
i,j = 2(εx − |xi − xj|),

R
y
i,j = 2(εy − |yi − yj|),

JRi,j = Rx
i,jR

y
i,j,

(1)

where εx,y were the fixed thresholds and 2(•) was a Heaviside func-
tion. As shown in Ref. 31, analyzing joint recurrences it is more
appropriate to use a fixed number of the nearest neighbors NN

39

to compute recurrence matrices Rx,y instead of the fixed threshold
approach. In this case, the average probability of recurrence over
the considered time interval for the trajectory x was RRx = NN/N
(analogously for the trajectory y). Since the ratio NN/N was chosen
equal for both trajectories, let us redefine it as NN/N = RR so that
RRx = RRy = RR. At the same time, the average joint probability of
the recurrence over the time was defined as

JRR =
1

N2

N
∑

i,j=1

JRi,j. (2)

If the trajectories xi and yi were independent, then the aver-
aged joint probability of recurrence was JRR = RRxRRy, whereas the
dependent trajectories implied JRR 6= RRxRRy. Thus, the index of
synchronization, defined as

Sxy =
JRR

RR
, (3)

lies between RR (independent processes) and 1 (generalized syn-
chronization).

Previous studies reported that the recurrence-based approach
was suitable in inference of dependencies in EEG data, particu-
larly considering event-related potentials in the oddball paradigm,32

functional connectivity associated with mental fatigue,35 and cortical
interactions during the perceptual decision-making task.37 Here, we
demonstrate that besides the connectivity analysis within a specific
frequency band, the recurrence-based index of synchronization is
essentially applicable for the analysis of cross-frequency synchroniza-
tion. Notably, the advance of the above described recurrence-based
method does not require any modification or parameter tuning.
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Also, the recurrence-based index of synchronization Sxy demon-
strated the robustness against the parameters of the RPs calculation
(see Sec. III).

RQA was performed using the pyunicorn package for Python.40

2. Phase-locking value

To verify the efficiency of the recurrence-based approach in the
context of CFC problem, we used the phase-locking value (PLV)—a
traditional measure of PS.11,13,26,27 Given a pair of slow and fast com-
ponents of signal x(t) having characteristic frequencies fslow and ffast,
we defined a PLV measure as

PLVx
m =

1

N

∣

∣

∣

∣

N
∑

i=1

e
i(φx

slow,i
−mφx

fast,i
)

∣

∣

∣

∣

, m =
fslow

ffast

, (4)

where φx
slow and φx

fast are the instantaneous phases extracted from the

slow and fast components of signal x(t) via Hilbert transform. For
further simplicity, we redefine the cross-frequency phase difference
as 1φx

m,i = φx
slow,i − mφx

fast,i.

B. Multiplex graph

Calculating a recurrence-based index of synchronization Sxy for
all possible edges of the multiplex graph for each kth EEG epoch of

the nth subject, we filled the resulting weight matrices W
k,n,{Begin,End}
xy

sized 3Ns × 3Ns, where superscripts “Begin” and “End” corre-
sponded to the beginning and ending of task, respectively. These
matrices represented a weighted three-layer multiplex brain graphs,
which described both within- and cross-frequency neuronal inter-
actions in the frequency bands of interest: theta (4–8 Hz), alpha
(8–12 Hz), and beta (15–30 Hz).

Separate layers of the multilayer graph were represented
by the non-overlapping Ns × Ns sub-matrices lying along the
main diagonal and defined the sensor-to-sensor within-frequency
(intralayer) functional connectivity. Intralayer functional connec-
tivity did not take into account self-loops; thus, these sub-matrices
had zero elements on their main diagonals. The remaining non-
overlapping Ns × Ns sub-matrices defined the local CFC (inter-
layer miltiplex connections). These sub-matrices had non-zero
elements only on their main diagonals. The non-zero elements

of W
k,n,{Begin,End}
xy quantified the within- and cross-frequency cou-

pling strength via a recurrence-based index of synchronization

W
k,n,{Begin,End}
xy = S

k,n,{Begin,End}
xy .

Finally, to model brain connectivity reconfiguration from
beginning to ending of the experiment, we evaluated the struc-
ture of a functional multilayer graph composed of the connections
exhibiting significant changes via a within-group non-parametric
statistical analysis. For this purpose, we considered matrices Wn,C

xy ,

i.e., weight matrices averaged across the epochs. First, we carried a
pairwise comparison of each multilayer graph’s edge between begin-
ning and ending conditions “End” and “Begin” via one-tailed paired
t-test (dF = 19, tcritical = ±2.093). Further, we applied cluster-based
Network-Based Statistic (NBS) approach41 to control the family-wise
error rate with r = 1000 random permutations and the significance
level of pcluster < 0.05. The identified cluster of the multilayer graph

described the transformation of a prestimulus brain functional con-
nectivity and was stored as the adjacency matrix Axy.

III. RESULTS AND DISCUSSION

We have conducted the EEG experiment aimed at reveal-
ing changes in the human’s behavior and brain activity during
a prolonged cognitive task, which involved perceptual decision-
making and maintenance of visual attention. Specifically, the task
has required the participants (P = 20 subjects, 9 females, aged
26–35) to quickly perceive successively presented bistable visual
stimuli and report one of their possible interpretations right after
the presentation. In this study, we have used the ambiguous image of
Necker cube as a bistable visual stimulus, whose contrast of the inner
edges defines both cube’s orientation and ambiguity [Fig. 1(a)]. The
conducted prolonged experimental session lasts for approximately
40 min and requires classification of 400 visual stimuli [Fig. 1(b)].
See the supplementary material for a detailed information about the
experimental paradigm and EEG data acquisition.

First, we have evaluated the effect of subject’s performance in
terms of their response time [RT, Fig. 1(c)] taking into account fac-
tors of Time (“Begin” and “End” conditions) and stimuli Ambiguity
(high-ambiguity “HA” and low-ambiguity “LA”). Repeated mea-
sures ANOVA has revealed a significant main effect of both factors
[Time: F(1, 19) = 18.65, p < 0.001; Ambiguity: F(1, 19) = 50.48,
p < 0.001]. Post hoc comparison via paired t-test indicated that RT
at the beginning of the experiment (1.146 ± 0.390 s, mean ± SD) is
significantly higher than RT at the end of the experiment (0.957
± 0.270 s, mean ± SD). Regarding the Ambiguity, RT on HA stim-
uli (1.175 ± 0.327 s, mean ± SD) is significantly higher than RT
on LA stimuli (0.928 ± 0.325 s, mean ± SD). In turn, the interac-
tion between these factors has been insignificant [F(1, 19) = 1.08,
p = 0.312]. We can interpret these results as a meaning that the sub-
jects increase their performance in terms of reducing their RT from
the beginning to the end of the experimental session irrespective
of the stimuli ambiguity. For detailed Repeated measures ANOVA
summary, please see Tables I and II in the supplementary material.

The considered cognitive task implies response to the repeat-
edly presented visual stimuli with similar morphological properties.
The neuroimaging studies have suggested that the neuronal adap-
tation causes the activation of the local neuronal populations in the
sensory area prior to stimulus onset to reduce cognitive demands
and increase behavioral response.42–44 We expect the similar effect on
the integrative level, i.e., as an emergence of a prestimulus functional
connectivity pattern.

We have addressed this problem by modeling the underlying
neuronal interactions as a multiplex graph, which has combined
both within-frequency (intralayer) and local cross-frequency (inter-
layer) coupling connections. The ability to reveal synchrony between
the brain signals filtered in the same frequency band through the
analysis of recurrences is undoubted and has been demonstrated in
the bulk of literature.32–37 However, here we demonstrate that the
recurrence-based approach also perfectly suites the CFC problem.
Figure 2 gives an exemplary illustration of this approach and shows
the clarity of its interpretation. Figure 2(a) presents fast beta-band
(middle) and slow theta-band (bottom) oscillations extracted from
a single 1 s epoch of the broadband prestimulus electrical cortical
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FIG. 1. Experimental paradigm and behavioral results. (a) The set of presented ambiguous Necker cube images: left-oriented (top panel) and right-oriented (bottom panel).
The ambiguity of visual stimuli is indicated at the bottom of each panel. (b) The timeline of experimental session, which included the eyes open rest state recording (green
areas, about 3 min before and after the prolonged cognitive task) and successive presentation of ambiguous visual stimuli (each stimulus presentation is illustrated as a gray
block). “Begin” and “End” conditions are highlighted with blue and orange areas, respectively. (c) The timeline of the ith visual stimulus presentation. (d) Comparison of the
mean response time (RT) between subjects via Repeated measures ANOVA taking into account the factors of Time (left panel) and stimuli Ambiguity (right panel). In the
paired plots, the transparent green lines indicate subjects demonstrating the effect and the bold red lines highlight subjects who do not.
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FIG. 2. Exemplary illustration of the single-trial CFC inference via Joint Recurrence Analysis. (a) Broadband (1–100 Hz, red curve), fast beta-band (15–30 Hz, orange curve),
and slow theta-band (4–8 Hz, blue curve) oscillations during a prestimulus brain activity recorded by T7 EEG sensor. (b) CF phase difference calculated form = 1 : 3 ≈ 0.33.
Shading highlights a CF phase synchronization area. (c) Visualization of the recurrence matrices Ri,j of the fast (beta-band) and slow (theta-band) trajectories reconstructed
from signals presented in (a). (d) Visualization of the joint recurrence matrix JRi,j of the beta- and theta-band trajectories presented in (c). Dashed diagonal lines correspond
to a single and double period of slow (theta-band) oscillations. Shading highlights the area of the CFC defined by the presence of the non-zero elements lying on the dashed
diagonal lines. The dependencies of recurrence-based index of synchronization S on the embedding delays τ theta (e) and τ beta (f). The dependencies are presented as
mean± SD across the subjects.
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FIG. 3. Revealing a multiplex graph. (a) The adjacency matrix Axy representing functional connections exhibiting positive significant changes of the recurrence-based index
synchronization between experimental conditions “End” vs “Begin” (p = 0.01 via NBS). (b) The structure of the multilayer functional network stored in the adjacency matrix
Axy . Here, thin gray lines show the intralayer links, and dashed colored lines highlight interlayer links: theta-beta (green), theta-alpha (red), and alpha-beta (blue). Comparison
of the mean interlayer (c) and intralayer (d) coupling weights between subjects via Repeated measures ANOVA taking into account the factors of Time and Frequency Band.
All paired plots reflect a significant difference between the “Begin” and “End” conditions with p < 0.001. In the paired plots, the transparent green lines indicate subjects
demonstrating the effect and the bold red lines highlight subjects who do not.

activity (top) recorded at the temporal EEG sensor T7. Results of
the cross-frequency synchrony analysis via a traditional PLV mea-
sure are presented in Fig. 2(b). Following Tass et al.,27 we have
defined m as a ratio of two integers 1 : 3 ≈ 0.33 and achieved PLV
= 0.43 [green curve in Fig. 2(b)]. The corresponding phase differ-
ence 1φ(t) lies within a 2π interval bounded by red dashed lines in
Fig. 2(b) and has a plateau within an approximate interval [0.4, 0.8]s.

At the same time, the cross-frequency coupling in terms of
recurrences should be understood as an increased probability of the

fast oscillation’s trajectory visiting its previous states if modulated
by a slow electrical activity. Accordingly, CFC should be detected
in JRP by emergent dots lying on the diagonal lines parallel to the
main diagonal and spaced from it at a distance multiple of the
characteristic period of slow oscillations.

To reconstruct the trajectories of neuronal activity in the fre-
quency bands of interest, we used embedding delays equal to one
third of the characteristic oscillation period: τtheta = 52 ms (13 data
points), τalpha = 32 ms (8 data points), and τbeta = 16 ms (4 data
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FIG. 4. Repeated measures correlation (rmcorr) between the weights of graph edges and the RT. Rmcorr plots illustrating the correlation between the mean intralayer (upper
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plot.

points). Embedding dimension d = 3 was chosen equally for all
brain considered rhythms. Figure 2(c) shows the RPs constructed
for the fast (orange dots) and slow (blue dots) neuronal oscillations,
and their JRP is presented in Fig. 2(d). It is seen that the joint recur-
rence dots appear in JRP at the diagonal lines spaced from the main
diagonal at a single and double period of slow neuronal activity
and manifest a pronounced CSF between 0.4 and 0.7 s, which nicely
coincides with the estimation given above by PLV. In this case, the
recurrence-based index of synchronization S reaches the value 0.2,
which exceeds the non-independence level of RR = 0.05 and, there-
fore, indicates the dependence between the considered time-series.
Importantly, the value of S is robust against the parameters of the
time-series embedding: the dependencies of S on embedding delays
τtheta and τbeta are presented in Figs. 2(e) and 2(f), respectively. One
can see that variation in delay in a fairly wide range does not cru-
cially influence the value of the synchronization index S. However,
our empirical findings suggest that one third of a characteristic oscil-
lation period is an optimal choice for embedding delay in the case of
EEG signals.

Above, we have confirmed the adequacy of the recurrence-
based index of synchronization in quantification of the local CFC
from non-stationary EEG data. Next, using this measure we have

filled the matrices W
k,n,{Begin,End}
xy and restored a multiplex graph to

model the changes in a prestimulus cortical connectivity. A within-
subject NBS has revealed a positive prestimulus connectivity cluster
(p = 0.01), i.e., a multilayer sub-graph, whose edges exhibited a
significant coupling increase from the beginning to ending of the
prolonged task. Corresponding adjacency matrix Axy and network
structure are shown in Figs. 3(a) and 3(b). Further, we discuss the
evolution of the functional connectivity in terms of a multilayer
network treatment.

First, the recurrence-based approach has revealed several inten-
sifying interlayer links supporting the local CFC in remote brain
regions—frontal-temporal and parietal-temporal areas. Specifically,
an increased theta-alpha coupling has been found in the frontal-
temporal sensor FT8 and temporal-parietal sensor TP7 and theta-
beta coupling has been observed in the temporal sensor T7 that
has also demonstrated growing alpha-beta coupling. The interaction
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FIG. 5. Properties of the intralayer coupling. (a) Probability density functions
(PDFs) of the intralayer coupling weights increase 1Sxy presented on a log-log
scale. (b) Dependencies of the intralayer coupling weights increase 1Sxy on the
normalized nodes distance Dxy in theta (blue circles), alpha (orange circles), and
beta (green circles) layers presented on a log-log scale. Dashed colored lines
indicate the corresponding power law approximations. The values of R2 are pre-
sented in the legend. (c) The structure of the multilayer functional network with
excluding weak intralayer links in alpha and beta layers, i.e., the 70th percentile of
their PDFs from (a).

between the layers through the local CFC has been character-
ized by the different values of the mean interlayer coupling
[p < 0.001 via Repeated measures ANOVA, Fig. 3(c) and Tables III
and IV in the supplementary material]. The strongest interaction
has been found between the theta and alpha layers, whereas mean
theta-beta and alpha-beta coupling have considerably exceeded a
non-independence threshold.

Second, we have found that the mean coupling strength of
the intralayer functional connectivity varied from layer to layer
[p < 0.001 via Repeated Measures ANOVA, see Fig. 3(d) and Tables
V and VI in the supplementary material]. On the one hand, a signal-
to-noise ratio decays with increasing frequency, which worsens the
estimation of phase. One might also suppose that phase-locking at
higher frequency bands is possible for much shorter time scales
than at low-frequency bands. These factors naturally reduce the level
of estimated synchronization measure from low theta to high beta
band. On the other hand, this result might emphasize that stronger
synchrony of the low-frequency oscillations contributes more to a
brain-wide communication than the high-frequency activity.

We analyzed the correlation between the RT and the weights
of the uncovered graph edges. With this aim, we have applied
Repeated measures correlation (rmcorr) to explore the relation-
ship between the two considered variables, while controlling the
between-participants variance.45 Figure 4 demonstrates that the RT

is negatively correlated with mean intralayer weights of all layers
of the uncovered multiplex graph, whereas the highest correla-
tion within theta layer. Regarding the interlayer coupling, only
theta-beta weights negatively correlate with RT (Table VII in the
supplementary material).

The bulk of literature reports an essential role of neural activ-
ity in the considered frequency bands for visual stimuli process-
ing. Neural activity in the beta-frequency band plays a vital role
in ambiguous information processing.10 According to Engel and
Fries,46 processing an ambiguous stimulus involves a strong endoge-
nous, top-down component associated with the high beta-band
activity. The neural activity in the alpha-band also determines per-
formance in the visual perception task.47 In particular, it subserves
inhibition of the irrelevant sensory information, which is also cru-
cial for effective processing.48 The prestimulus spectral power and
functional connectivity in alpha- and beta-bands characterize atten-
tion state and also affect ongoing stimulus processing.37 Activity
in the theta-band contributes to the functional interaction between
the different cortical regions. Synchronization of theta-band activ-
ity in the sensory and frontal regions increases during sensory-
processing tasks requiring attention and working memory.49

Functional interactions in theta-band may also contribute to inte-
grating external sensory information with internal expectations,
facilitating ambiguous stimuli processing. Neuronal activity in tem-
poral areas appears to be involved in the high-level visual processing
of complex stimuli. This area contains higher levels of the ventral
stream of visual processing associated with the final representation
of objects.

Finally, we have uncovered the difference in the intralayer
topological properties of the functional multiplex network. We have
considered the distributions of intralayer coupling weights 1Sxy cor-
responding to the edges of the uncovered positive network cluster
(Fig. 5). Here, 1Sxy defines the change of intralayer coupling weight
in a pair of EEG sensors x and y between the ending and beginning of

the experiment, i.e., 1Sxy = 〈SEnd
xy 〉 − 〈S

Begin
xy 〉 and 〈•〉 is an averaging

across subjects. Figure 5(a) shows the probability density functions
(PDFs) of 1Sxy in different layers of the reconstructed multilayer
graph. It is seen that the low-frequency theta-band layer is com-
posed of a few sparse connections and characterized by a uniformly
strong increase of coupling (1Sxy = 0.02/0.035, blue bins). PDFs of
the other layers become more skewed to the lower values of 1Sxy

with increasing frequency of the band. At the same time, both alpha
and beta layers are characterized by the long-tailed PDFs implying
the emergence of rather strongly intensified edges. Considering the
dependence of the edges’ weights 1Sxy on the normalized distance
Dxy between EEG sensors x and y, we have found that 1Sxy decreased
with Dxy for alpha and beta layers [Fig. 5(b)]. At the same time, cou-
pling weights of the beta layer decay much stronger at high distances
(Dxy > 0.5) than in both theta and alpha layers.

Fitting the layer’s weight distribution by the power law 1Sxy

∼ Dβ
xy, we have found a nice agreement in beta layer (β = −0.93,

R2 = 0.79). Following Bak et al.,50 this dependence, roughly equal
to D−1

xy , reflects the route to a beta-band neuronal self-organized

criticality, or spatial self-similarity.51 It means that during a pro-
longed task, prestimulus beta-band connectivity evolves toward a
critical state, where local neuronal populations are strongly coupled
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through fast oscillations to perform neuronal processing, but weakly
coupled between each other. In contrast, slow theta (β = −0.17,
R2 = 0.45) and alpha (β = −0.42, R2 = 0.35) layers do not obey
the power law and exhibit stronger coupling increase at the large
distances (D > 0.5). Excluding weakly coupled edges, we again con-
struct the resulting multilayer graph in Fig. 5(c). Indeed, alpha and
beta layers represent two spatially dissociated networks. At the same
time, due to the emergence of several large-scale links in theta layer
along with interlayer edges connecting the most influential nodes,
we suppose that slow theta-band oscillations support coordination
of alpha and beta networks via establishing proper phase relations
between remote locally synchronized groups.

IV. CONCLUSION

To summarize, we have demonstrated an approach to
frequency-based multilayer brain networks through the recurrence
analysis of multichannel EEG recordings. Specifically, we have con-
sidered a multiplex model composed of both within-frequency con-
nections (intralayer edges) and cross-frequency coupling (multiplex
interlayer edges). We have shown that the recurrence-based syn-
chronization index is a well-suited tool for inferring both mentioned
types of neuronal interactions, being robust against time-series
embedding parameters and EEG signal’s non-stationarity.

Using this approach, we have addressed the reconfiguration
of whole-head prestimulus functional connectivity during a pro-
longed cognitive task. Analyzing the evolution of integrative brain
activity from a multilayer perspective, we have inferred that short-
ening response time during the visual stimuli classification task is
accompanied by enhanced prestimulus functional interactions in
the whole-head functional connectivity network in theta, alpha, and
beta frequency bands. We have also found that increased pres-
timulus theta-beta coupling at the left temporal sensors positively
correlates with the response time. We suppose that strong prestim-
ulus theta-beta coupling in the high-level processing areas manifests
increased reliance of the ongoing stimulus interpretation on the
internal processes such as working memory and expectations. The
latter may decrease processing demands and increases behavioral
performance.

Besides, we have demonstrated that in the course of a pro-
longed task, prestimulus high-frequency activity tends to self-
organize in sparse locally coupled ensembles. In contrast, slow
neuronal oscillations contribute to a large-scale connection between
these populations. We suggest that the revealed mechanism of
brain connectivity self-organization is related to a preactivation of
specific functional links relevant to upcoming task-related activity
and aims to decrease cognitive demands and enhance behavioral
performance.

We expect that the developed recurrence-based approach
might be useful for a deeper understanding of neuronal communi-
cation mechanisms and contributes to developing graph-theoretical
methods for modern neuroscience.

SUPPLEMENTARY MATERIAL

See the supplementary material for a detailed information
about the experimental paradigm and data acquisition.
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