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INTRODUCTION

One of the known types of the synchronous behav�
ior of coupled chaotic systems is the regime of gener�
alized chaotic synchronization [1–3]. This regime is
traditionally considered for a system of two unidirec�
tionally coupled—master and slave—chaotic oscilla�
tors  and  respectively, and means that, after the
transient process is completed, unique functional rela�
tionship F1[⋅] between the states of these systems is
established so that

(1)

Recently, attempts to extend the regime of general�
ized synchronization to systems with the mutual type
of coupling—two mutually coupled chaotic systems
[4] and networks with a complicated topology of inter�
element couplings [5, 6]—have been reported. At the
same time, the available studies devoted to this prob�
lem are oriented to discovering the existence of this
regime only; whereas, as a rule, the concept of gener�
alized synchronization for such systems is not consid�
ered. Moreover, in all of the known studies, general�
ized synchronization is diagnosed with the help of the
modified auxiliary system method [7], which is an effi�
cient tool of the analysis of generalized synchroniza�
tion in systems with the unidirectional coupling.
However, the correctness of application of this method
to systems with the mutual type of coupling has not yet
been proved.

In this study, a universal concept of generalized
synchronization is proposed for the first time. This
concept is valid for both two unidirectionally or mutu�
ally coupled systems and networks of chaotic oscilla�
tors with a complicated topology of interelement cou�
plings. It will be shown below that generalized syn�
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chronization can be diagnosed in such systems
through calculating the Lyuapunov exponents or with
the help of the nearest neighbor method. The auxiliary
system method applied to systems with the mutual
type of coupling yields incorrect results.

1. THE DEFINITION OF GENERALIZED 
SYNCHRONIZATION AND MECHANISMS 

OF ITS FORMATION

First, let us extend concept (1) of generalized syn�
chronization to the case of the mutual coupling
between systems. In order to take into account the
mutual influence of systems, we modify Eq. (1) into
the form

(2)

for two mutually coupled systems and

(3)

where  is the vector of the state of the ith system,
for a network of N elements. Equation (2) can be
regarded as a particular case of Eq. (3) and holds for
both unidirectionally and mutually coupled systems,
whereas relationship (1) is a particular case of rela�
tionship (2). In other words, we consider generalized
synchronizaton of mutually coupled systems to mean
the regime such that a unique functional relationship
between the states of these systems is realized, but the
functional relationship in this case has form (3) rather
than (1).

Consider mechanisms of generalized synchroniza�
tion formation in complex networks with dissipative
couplings between elements. It is evident that two uni�
directionally or mutually coupled systems can be
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regarded as the simplest variant of a network consisting
of two elements. Therefore, the analysis below is valid
for such systems as well.

Assume that there are 3D chaotic dynamic sys�

tems
1
 at the nodes of a network of N elements. The

state of each system is characterized by the state vector

 = (xi, yi, zi), where i =  and the elements of the
network can be nonidentical. In order to reveal mech�
anisms of generalized synchronization formation in
such network, it is convenient to characterize its state
with one vector

where u3i – 2 = xi, u3i – 1 = yi, and u3i = zi. In this case,
the evolution of a complex network is determined by
the following equation:

(4)

where L(⋅) is the vector of evolution of a node element
of the network in the absence of coupling, the term 
describes the influence of the network topology and
the intensity of interelement couplings. Matrix 
which characterizes the structure of dissipative cou�
plings between elements of the network, is a symmet�
ric matrix such that the sum of elements Gij in each row

is 0,  =  (the dissipativity condition),  = 1

(i ≠ j) when ui affects uj and 0 otherwise. Note that all

matrix elements  are positive or zero with the excep�

tion of diagonal elements  (which are either nega�
tive or sero).

One can easily notice that the term  introduces
additional dissipation into system (4). Actually, the
dissipation level and the rate of the phase volume con�
traction in the system under consideration are indi�
cated by the divergence of the vector field

(5)

where ΔV is an elementary volume of the phase space

of system (4). Since  ≤ 0, the term  is also
negative. Hence, the dissipation in the considered
system increases with coupling parameter ε, a cir�
cumstance that simplifies the chaotic dynamics of
system (4) [8, 9].

In order to characterize the complicacy of chaotic
motion, the spectrum of Lyapunov exponents is usu�
ally calculated. In the case under study, the behavior of
system (4) is described by the set λ1 ≥ λ2 ≥ … ≥ λ3N of
Lyapunov exponents such that the higher N terms are
positive for ε = 0. As dissipation in the system grows,

1 Note that the analysis below can be extended to systems with an
arbitrary dimensionality of the phase space. For the sake of sim�
plicity, we restrict the consideration to a 3D phase space.
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the Lyapunov exponents that were initially positive
become negative. Since each Lyapunov exponent
characterizes the evolution of a perturbation observed
along a certain direction, the transition of one of the
Lyapunov exponents from the domain of positive val�
ues into the domain of negative values results in the
fact that the number of directions along which the
phase volume in the 3N�dimensional phase space of a
network of interacting elements is contracted
increases by unity. When λ2 becomes negative, only
one positive Lyapunov exponent of the considered
network is left, a circumstance that corresponds to the
formation of the generalized synchronization regime.
It is evident that, in this case, the generalized synchro�
nization regime can be interpreted as switching from
hyperchaotic to chaotic oscillations. Note in addition
that the negativity of second Lyapunov exponent λ2, as
a criterion for the existence of generalized synchroni�
zation, is in agreement with a similar criterion applied
for diagnosing generalized synchronization in unidi�
rectionally coupled systems [8, 10].

At the same time, there are studies (see, e.g., [11])
where the transition of one of the positive Lyapunov
exponents into the domain of negative values in mutu�
ally coupled systems is related with the instant of for�
mation of the time�delay synchronization regime
when the interacting systems exhibit identical oscilla�
tions shifted by certain time interval τ, i.e.,  =

 However, the difference between the critical
values of the coupling parameter that correspond to
the transition of a positive Lyapunov exponent into the
domain of negative values and to the instant of forma�
tion of the time�delay synchronization regime can be
rather large. This circumstance is attributed in [11] to
the presence of intermittence. Since the time�delay
synchronization regime is a particular case of the gen�
eralized synchronization regime and occurs at large
values of the coupling parameter in the system [12],
one can put the following question on the existence of
the generalized synchronization regime in mutually
coupled systems that differs from the time�delay syn�
chronization regime: Does this regime exist or can the
difference of the aforementioned threshold values
actually be attributed to the presence of intermittence?

In addition to the calculation of the spectrum of
Lyapunov exponents in unidirectionally coupled sys�
tems, the auxiliary system method [7] and the nearest
neighbor method [1, 13] are widely applied. We should
note that the auxiliary system method is most widely
spread in practice, because it is easy to realize and
because it provides for the high accuracy of the deter�
mination of the threshold value for the synchronous
regime formation. That is why the auxiliary system
method was first generalized to the case of the mutual
coupling between systems [4] and networks with a
complicated topology of interelement couplings [5, 6].
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According to this method, an element’s replica
having control parameters identical to those of the ele�
ment should be considered along with each element of
a network. This replica starts with other initial condi�
tions belonging to the same basin of the chaotic attrac�
tor and is affected by the same network elements as the
original system. These systems should be unidirec�
tionally coupled (see Fig. 1a). Generalized synchroni�
zation occurs in this case when all the elements of the
network and their replicas start exhibiting in pairs the
identical behavior.

At first sight, this generalization of the auxiliary
system method to networks of coupled nonlinear ele�
ments seems to be rather obvious. At the same time, a
more thorough analysis shows that this modification
of the method even for two mutually coupled systems
can yield incorrect results. In particular, by analogy
with study [4], let us consider two mutually coupled
systems  and  having identical control parame�
ters  and  respectively. As has been mentioned
in the foregoing, the type of the coupling between the
original (  and ) and auxiliary (  and ) sys�
tems should be unidirectional. Then, according to
study [4], when one of the pairs of systems having
identical control parameters (e.g.,  and ) starts
exhibiting the identical behavior, the regime of partial
generalized synchronization is realized. As soon as the
states of the both pairs of identical systems coincide
(i.e.,  ≡  and  ≡ ), the regime of complete
generalized synchronization is formed in the system.

Now, let us consider the degenerate situation when
interacting mutually coupled systems  and  are
identical. Then, the regime of complete chaotic syn�
chronization when  ≡  can be realized for the
states of interacting systems. Since the auxiliary sys�
tems considered according to the method described
above are identical, the regimes of partial and com�
plete generalized synchronizations should coincide.
Evidently, the generalized synchronization regime
realized for the states of mutually coupled systems is in
this case equivalent to the regime of complete syn�
chronization between the original and auxiliary sys�
tems. Since these are unidirectionally coupled, the
complete synchronization regime is realized in such
systems later by a time interval that is twice as long as
that for the original mutually coupled systems [14].
This means that, according to the terminology of study
[4], the generalized synchronization regime is in this
case more intense than the complete synchronization
regime, which contradicts the definition of the gener�
alized synchronization regime. When the parameters
of interacting systems are slightly mismatched, the
time�delay synchronization regime rather than com�
plete synchronization is realized. It will be shown
below that, in this case, the application of the auxiliary
system method for mutually coupled oscillators again
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leads to a contradiction: according to the terminology
of study [4], the generalized synchronization regime
turns out to be more intense than the time�delay syn�
chronization. It is evident that a similar situation
occurs in networks with a complicated topology. Thus,
the auxiliary system method proves to be inapplicable
for the analysis of generalized synchronization in sys�
tems of coupled nonlinear elements.

Another method for diagnosing generalized syn�
chronization in unidirectionally coupled systems is
the nearest neighbor method. In this method, the
presence of a functional relationship between the
states of interacting systems means that all of the close
states in the phase space of first system  correspond
to the close states in the phase space of second system

 (see [1] for details). For two mutually coupled sys�
tems, the converse is valid as well: all of the close states
in the phase space of second system  correspond to
the close states in the phase space of first system 
and the states of all elements must be close in the case
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Fig. 1. Illustration of the auxiliary system method for (a) a
network of coupled nonlinear elements and (b) two mutu�
ally coupled systems.
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of complex networks. A quantitative characteristic of
the degree of closeness of system states is the mean dis�

tance between two states of either of systems  and

 normalized by mean distance δ between randomly
chosen states of the other system [13]:

(6)

where N is the number of applied iterations. We have
d → 0 in the generalized synchronization regime and
d ≈ 1 in the absence of a functional relationship
between the states of interacting systems.

However, despite the fact that the nearest neighbor
method can easily be applied for the analysis of mutu�
ally coupled systems and networks of nonlinear ele�
ments, it has a fundamental drawback: this method
does not guarantee accurate results. Hence, it enables
one to determine the threshold of the synchronous
regime formation only approximately and is applied
for processing experimental data (when the realization
of alternative analysis methods is hampered) or for
refining obtained results. Therefore, in this study, we
use the nearest neighbor method for verifying the event
of generalized synchronization formation in mutually
coupled systems and complex networks from the
instant when the second (positive) Lyapunov exponent
enters the domain of negative values. In order to show
that the regime to be diagnosed differs from the time�
delay synchronization regime, we diagnose in this
study the latter as well.

2. GENERALIZED SYNCHRONIZATION 
IN TWO MUTUALLY COUPLED SYSTEMS

In order to verify the analysis performed in Section 1,
let us consider the behavior of two mutually coupled
Rössler systems

(7)

where  =  are the state vectors of
the interacting systems; ε is the coupling parameter;
and a = 0.15, p = 0.2, and c = 10 are the control
parameters. Parameter ω2 characterizing the eigenfre�
quency of the oscillations of the second system is cho�
sen to be ω2 = 0.95, while the analogous parameter of
the first system was varied within the range [0.89; 1.01]
to provide for a mismatch between the interacting
oscillators.

It is known that, as coupling intensity  grows,
mutually coupled Rössler systems (7) switch from the
asynchronous state to the time�delay synchronization
regime [11] through the regime of phase synchroniza�
tion and synchronization of time scales. As has been
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noted above, the time�delay synchronization regime is
a particular case of the generalized synchronization
regime and it is realized at large values of the coupling
parameter, i.e., when the time�delay synchronization
regime is realized in a system, the generalized syn�
chronization regime is necessarily observed in it as
well. At the same time, the diagnostics (proposed in
[4]) of the generalized synchronization regime with
the help of the auxiliary system method yields incor�
rect results. In order to confirm this fact, let us com�
pare the threshold values for the formation of these
types of synchronous behavior.

Figure 2 shows the boundaries of formation of var�
ious types of synchronization in the plane of parame�
ters (ω1, ε). The boundaries of the partial and com�
plete generalized synchronization regimes diagnosed by
means of the auxiliary system method (see Section 1)
are also presented in this picture. It is seen that the
partial and complete generalized synchronization
regimes are generally realized after the point at which
the time�delay synchronization occurs. Note that,
when the difference between the eigenfrequencies is
rather large, these regimes can be formed before the
occurrence of the time�delay synchronization.

Thus, the calculated data confirm the theoretical
reasoning from Section 1 on the incorrectness of
applying the auxiliary system method for the analysis
of the behavior of mutually coupled chaotic oscilla�
tors. Let us demonstrate that, in this case, the general�
ized synchronization regime can be diagnosed from
the point at which one of the positive Lyapunov expo�
nents enters the domain of negative values.

In addition, Fig. 2 shows the boundary of the pas�
sage of the second Lyapunov exponent through the zero
value in system (7) (Fig. 2, curve 4). It is seen that this
boundary coincides with none of the critical curves
(the boundaries of the time�delay synchronization and
the partial and complete generalized synchronizations
in the terminology of study [4]) depicted in the figure.
Moreover, the aforementioned boundary lies below the
boundary of the time�delay synchronization and practi�
cally does not depend on the frequency mismatch
between the interacting systems.

As we have mentioned in Section 1, in study [1],
the transition of one of the positive Lyapunov expo�
nents into the domain of negative values is attributed
to the formation of the time�delay synchronization
and the difference between the critical values of the
coupling parameter that correspond to these regimes is
attributed to the intermittent time�delay synchroniza�
tion [15]. At the same time, as is seen from Fig. 2, the
boundaries of formation of both types of the behavior
are absolutely independent: the threshold value of the
coupling parameter corresponding to the time�delay
synchronization formation monotonically grows with
the frequency mismatch, while the critical curve char�
acterizing the transition of one of the positive
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Lyapunov exponents into the domain of negative val�
ues is practically independent of the mismatch. More�
over, as it has been revealed in the investigations, at
various values of the control parameters of the inter�
acting systems, the intermittent behavior can be
observed both before and after the point at which a
positive Lyapunov exponent passes through the zero
value.

Thus, in mutually coupled systems, the transition
of one of the positive Lyapunov exponents into the
domain of negative values is not related with the time�
delay synchronization formation and intermittence
near its boundaries. We can suppose that, by analogy
with the case of unidirectionally coupled systems, this
regime can be interpreted as the transition to the gen�
eralized synchronization in mutually coupled systems.
To verify the above suppositions, we apply the nearest
neighbor method for diagnosing the generalized syn�
chronization in system (7) at ω1 = 0.99. Quantitative
measure d as a function of coupling parameter ε is
depicted in Fig. 3b.

In addition, Fig. 3a shows the dependence of the
higher four Lyapunov exponents for system (7) at ω1 =
0.99. The point εGS = 0.106, at which one of the posi�
tive Lyapunov exponent enters the domain of negative
values, is marked with the arrows in both of the figures.
It is seen that, at this point, quantitative measure d is
close to zero, a circumstance that indicates the occur�
rence of generalized synchronization in system (7).

Let us analyze the character of dependence d(ε) in
more detail. It is seen from Fig. 3b that plane (ε; d) can
symbolically be divided into four regions: region I with
ε ∈ [0; 0.04), where measure d decreases rather

abruptly characterizing switching from the asynchro�
nous state to the phase synchronization regime at
εPS = 0.04; region II with ε ∈ [0.04; 0.09), where d is
practically constant, a circumstance that indicates the
existence of the phase synchronization regime; region III
with ε ∈ [0.09; 0.12), where measure d decreases very
slowly, a circumstance that corresponds to the gener�
alized synchronization formation; and region IV with
ε > 0.12, where d ≈ 0. Note that, in region IV, quanti�
tative value d slightly changes: both before and after
the point at which the time�delay synchronization is
formed (εLS ≈ 0.169 marked with the arrow in the fig�
ure), it remains practically constant. The calculated
data also indicate that the partial and complete gener�
alized synchronization regimes (in the terminology of
study [4]) do not cause quantitative or qualitative
changes in quantitative measure d and in the spectrum
of Lyapunov exponents, while all of the remaining
types of synchronous behavior are reflected in both of
the characteristics.

Phase portraits of interacting Rössler systems are
displayed in Figs 3c–3j for various values of coupling
parameter ε. In addition, three randomly chosen points

 and their nearest neighbors are shown in each phase
portrait of first system  (Figs. 3c, 3e, 3g, 3i). Fig�
ures 3d, 3f, 3h, and 3j illustrate corresponding states

 in the phase space of second system 
One can notice that, at small values of the coupling

parameter (ε = 0.01), all points in the phase space of
the second system are randomly distributed over the
entire attractor (Fig. 3 d). As the coupling parameter
grows, points start grouping within a finite region of
the attractor, and the radius of this region decreases
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Fig. 2. Boundaries of (1) the time�delay synchronization regime and (2) partial and (3) complete generalized synchronization
regimes (in the terminology of study [12]) in system (7) of two mutually coupled Rössler oscillators. Curve 4 corresponds to the
point at which one of the positive Lyapunov exponents of system (7) enters the domain of negative values.
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while the coupling parameter increases (cf. Fig. 3f and
Fig. 3h). When ε > εLE, all the states of the second sys�
tem that correspond to the nearest neighbors of the
first oscillator turn out to be also close and vice versa
(Figs. 3g, 3h and Figs. 3i, 3j), a circumstance that
proves the generalized synchronization formation.
However, we should note a certain difference between
the regimes considered: in the time�delay synchroni�
zation regime, the representation points correspond�
ing to the nearest neighbors are located practically in
the same sections of the chaotic attractor (Figs. 3i, 3j),
while these points can be in several different regions in
the generalized synchronization regime (Figs. 3g, 3h).

Similar results were obtained for a system of two
mutually coupled tunnel�diode oscillators [16]. The
equations describing the dynamics of the system have
the following form:

(8)

where h = 0.2, μ = 0.1, and ω2 = 1.02 are the control
parameters and ε is the coupling parameter. As the
dimensionless characteristic of the nonlinear element,
the dependence

was used.
Figure 4 shows the boundaries of the formation of

the generalized synchronization regime (diagnosed
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from the point at which one of the positive Lyapunov
exponent enters the domain of negative values) and
the time�delay synchronization regime in system (8).
One can easily notice that the behavior of these
boundaries is qualitatively similar to the behavior of
the corresponding boundaries in a system of two
mutually coupled Rössler oscillators (Fig. 2): the
threshold of the generalized synchronization is practi�
cally independent of the mismatch between the sys�
tems, whereas the value of the coupling parameter
corresponding to the instant at which the time�delay
synchronization regime is formed monotonically
grows with the mismatch. Thus, by analogy with
mutually coupled Rössler systems, we can apparently
speak about the generalized synchronization forma�
tion in a system of two mutually coupled tunnel�diode
oscillators.

In order to verify this statement, let us consider the
behavior of the spectrum of Lyapunov exponents for
system (8). Figure 5a shows the dependence of the
higher four Lyapunov exponents at ω1 = 1.09. The
point εGS = 0.078, at which one of the positive
Lyapunov exponents enters the domain of negative
values, is marked with the arrow.

Figures 5b–5i display the phase portraits of tunnel�
diode oscillators (8) for various values of the coupling
parameter. As in the case of Rössler systems, three ran�

domly chosen points  and their nearest neighbors 
are shown in each phase portrait of first system 

(Figs. 5b, 5d, 5f, 5h) and their images (  and ,
respectively) in the phase space of the second system are
presented in Figs. 5c, 5e, 5g, and 5i. It is seen that the
character of the disposition of the images of the nearest
neighbors in the phase space of the second system
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Fig. 4. Boundaries of the (1) generalized synchronization and (2) time�delay synchronization regimes in system (8) of two mutu�
ally coupled tunnel�diode oscillators.
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resembles that observed in the case of mutually coupled
Rössler oscillators (7). In addition, one can distinctly
see the difference in the behavior of the representation
points corresponding to the nearest neighbors in the
generalized synchronization and time�delay synchroni�
zation regimes (Figs. 5f, 5g and 5h, 5i).

Thus, we can conclude from the results obtained
that, as in the case of unidirectionally coupled chaotic
oscillators [12], the formation of generalized synchro�
nization regime in two mutually coupled chaotic sys�

tems is due to the reversal of the sign of initially posi�
tive Lyapunov exponent λ2.

3. GENERALIZED SYNCHRONIZATION 
IN NETWORKS OF COUPLED 

NONLINEAR ELEMENTS

Now, let us analyze more complicated objects,
namely, networks of coupled chaotic oscillators. As a
model of such network, we choose a network of N = 5
Rössler systems with slightly differing values of param�
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Fig. 5. (a) Dependence of the higher four Lyapunov exponents on coupling parameter ε for system (8), ω1 = 1.09. The critical
value of the coupling parameter εGS = 0.078 (the point at which one of the positive Lyapunov exponents enters the domain of
negative values) is shown with the arrow. The regions of parameters where the maximum Lyapunov exponent vanishes correspond
to the periodicity windows in a system of mutually coupled oscillators. (b–i) The phase portraits of tunnel�diode oscillators for
various values of the coupling parameter: (b, c) ε = 0.02 (the asynchronous state), (d, e) ε = 0.071 (a regime close to the phase
synchronization, (f, g) ε = 0.10 (the generalized synchronization regime), and (h, i) ε = 0.18 (a regime close to the time�delay

synchronization). The chaotic attractors of first system  with three randomly chosen points  and their nearest neighbors

 are shown in Figs. 5b, 5d, 5f, and 5h. Figures 5c, 5e, 5g, and 5i illustrate corresponding states  in the phase space of
second system 
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eter ω. The evolution of the ith element of the network
(i = 1, …, N) is described by the following system of
equations:

(9)

where the values of control parameters a, p, and c are
chosen the same as those used in the case of two mutu�
ally coupled oscillators (7), ω1 = 0.95, ω2 = 9525,

ω3 = 0.955, ω4 = 9575, ω5 = 0.96,  =  is
the state vector of the ith element, ε is the coupling
parameter of the elements, and Gij is an element of
coupling matrix G of the network. Matrix G is similar
to that described in Section 1. The topology of cou�
plings between network elements is chosen such that
each element of the network is coupled with all of the
remaining elements.

The dynamics of a network whose nodes are rep�
resented by N Rössler oscillators (9) is characterized
by 3N Lyapunov exponents. In the absence of cou�
plings between network elements, N exponents are
positive, N exponents are negative, and N exponents
are zero. As coupling parameter ε grows, the zero and
positive Lyapunov exponents gradually enter the
domain of negative values, The dependence of the
higher seven Lyapunov exponents on coupling
parameter ε is depicted in Fig. 6 for a network of five
Rössler oscillators.

It is seen that, at εLE ≈ 0.0385, second Lyapunov
exponent λ2 is negative. Hence, for the values ε > εLE
of the coupling parameter, the generalized synchroni�
zation regime should be formed.

In order to confirm the presence of generalized
synchronization in the network under study, we apply
the nearest neighbor method by analogy with the case
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of two mutually coupled systems. The phase portraits
of all of the Rössler oscillators of the network are dis�
played in Fig. 7 for two values of the coupling parame�
ter: one being below (Fig.7a, ε = 0.03) and the other,
above (Fig.7b, ε = 0.04) critical value εLE.

On the phase portraits of three systems  i = 2–4,
three points (one for each system) are randomly cho�
sen and their nearest neighbors, i.e., the correspond�
ing points in all of the remaining coupled systems, are
found. At ε = 0.03 (Fig. 7a), the points are concen�
trated in a finite region of the attractor and distributed
along the radius, a circumstance that indicates the
existence of the phase synchronization regime and the
absence of generalized synchronization. When ε > εLE

(Fig. 7b), all the states of all systems are close, which
indicates the existence of the generalized synchroniza�
tion regime.

CONCLUSIONS

In this study, the generalized synchronization
regime in mutually coupled systems has been investi�
gated. A universal concept of generalized synchroni�
zation has been proposed. The concept is valid for
both two unidirectionally and mutually coupled cha�
otic oscillators and complicated networks. It has been
shown that the formation of the generalized synchro�
nization regime in interacting 3D dynamic systems is
related with the transition of the second Lyapunov
exponent into the domain of negative values. There�
fore, the generalized synchronization regime can be
interpreted as switching from hyperchaotic to chaotic
oscillations. The results obtained have been confirmed
with the help of the nearest neighbor method. It is
important to note that the auxiliary system method,
which is widely applied for diagnosing generalized
synchronization, yields incorrect results for mutually
coupled systems. Since the proposed theory is valid for
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Fig. 6. Dependence of the higher seven Lyapunov exponents on coupling parameter ε for network (9) of five Rössler oscillators.
The point εLE = 0.0385 at which the generalized synchronization regime is realized is shown with the arrow.
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various systems, it can be expected that a similar
mechanism is realized in systems of various natures.
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Fig. 7. Phase portraits of five Rössler oscillators for the following two values of the coupling parameter: (a) ε = 0.03 (the phase
synchronization regime) and (b) ε = 0.04 (the generalized synchronization regime).


