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a b s t r a c t 

We propose a theoretical approach associated with an experimental technique to quantitatively charac- 

terize cognitive brain activity in the perception of ambiguous images. Based on the developed theoretical 

background and the obtained experimental data, we introduce the concept of effective noise intensity 

characterizing cognitive brain activity and propose the experimental technique for its measurement. The 

developed theory, using the methods of statistical physics, provides a solid experimentally approved basis 

for further understanding of brain functionality. The rather simple way to measure the proposed quanti- 

tative characteristic of the brain activity related to the interpretation of ambiguous images will hopefully 

become a powerful tool for physicists, physiologists and medics. Our theoretical and experimental find- 

ings are in excellent agreement with each other. 

© 2016 Elsevier Ltd. All rights reserved. 
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. Introduction 

The brain is one of the most sophisticated and enigmatic ob-

ects of comprehensive study attracting the burning interest of a

road scientific community [1–9] . Due to its immense importance

nd complexity, the brain research requires the combined efforts of

cientists from diverse areas, including psychology, neurophysiol-

gy, medicine, physics, mathematics, and nonlinear dynamics. The

ultidisciplinary approach providing insight into the mysteries of

he brain and a deeper understanding of mechanisms underlying

ts dynamics, opens promising opportunities for humanity with ap-

lications in medicine and neurotechnology in the nearest future. 

The perception of ambiguous images [10,11] is just one very ex-

iting task among an enormous number of open problems which

ppeared during recent intensive brain studies. Visual perception

as often studied through perceptual alternations while observing

mbiguous images [12–16] , although perceptual alternations were

lso described for other modalities [17–19] . In addition, this phe-

omenon is tightly connected with the problem of categorical per-
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eption [20] (including non-human primates [21,22] ). Even though

he underlying mechanism of image recognition is not yet well un-

erstood, the metastable visual perception is known to involve a

istributed network of occipital, parietal and frontal cortical areas

23,24] . The generally accepted concept that throws light on this

henomenon includes noise [25–28] inherent to neural brain cells

ctivity originated from random neuron spikes [29] . 

Internal brain noise seems to play a crucial role in brain dy-

amics related to the perception activity [25–27] and other brain

unctions [30–33] . Different manifestations of stochastic processes

n the brain, including the perception of ambiguous images, were

xtensively studied in terms of simple stochastic processes like the

iener process [34–37] from the viewpoint of statistical properties

26–28,38,39] . The development of methods for quantitative mea-

urement of the brain’s stochastic properties can open up plenty

f new opportunities for the study of the brain functionality and

 diagnosis of brain pathologies. In the present work, we develop

he quantitative theory and propose the experimental technique

or measuring brain noise intensity related to the perception of

mbiguous images. We carry out psychological experiments which

onfirm our theoretical findings and proposed methodological ap-

roach. 

http://dx.doi.org/10.1016/j.chaos.2016.11.001
http://www.ScienceDirect.com
http://www.elsevier.com/locate/chaos
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chaos.2016.11.001&domain=pdf
mailto:hramovae@gmail.com
http://dx.doi.org/10.1016/j.chaos.2016.11.001
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Fig. 1. Examples of distinct Necker cube images with different wireframe contrasts 

characterized by control parameter I . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The schematic representation of the experiment paradigm. The white rect- 

angles correspond to the epochs with durations τ i ( τ i ∼ 0.5 ÷0.7 s, i = 1 , 2 , . . . , M). 

Within each epoch of the stimulus presentation the randomly selected Necker cube 

with one of the control parameter values I j ( j = 1 , . . . , N) is shown to the observer. 

Time intervals (with durations s i ∼ 1.5 ÷2.0 s when the different abstract pictures 

are demonstrated) between stimuli presentations are marked by dark rectangles. 

Two vertical dashed lines correspond to the start and finish of experiment, respec- 

tively. The total length of the experiment is 32 min when M = 752 times the Necker 

cube images are presented to the observer, with each of N Necker cubes (with the 

fixed control parameter value I j ) being shown exactly K = 47 times. 
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2. Experimental study description 

The experimental studies were performed in accordance with

the ethical standards [40] and approved by the local research

ethics committee of Saratov State Technical University. Twenty

healthy subjects from a group of unpaid volunteers, male and fe-

male, between the ages of 20 and 45 with a normal or corrected-

to-normal visual acuity participated in the experiments. All per-

sons have provided informed consent before participating in the

experiment. As an ambiguous image, we used the Necker cube

[41] . The contrast of the three middle lines centered in the left

middle corner, I ∈ [0, 1], was used as a control parameter. The

values I = 1 and I = 0 correspond, respectively, to 0 (black) and

255 (white) pixels’ luminance of the middle lines, using the 8-

bit grayscale palette for visual stimulus presentation. Therefore, we

can define contrast parameter as I = y/ 255 where y is the bright-

ness level of the middle lines in used 8-bit grayscale palette. The

contrast of the three middle lines centered in the right middle cor-

ner was set to (1 − I) , and the contrast of the six visible outer cube

edges was fixed to 1. 

During the experiment N = 16 Necker cube images with dif-

ferent wireframe contrasts, i.e. with different values of the con-

trol parameter I ( Fig. 1 ), were repeatedly presented to a per-

son in a random sequence; each cube drawn by black lines was

placed in the middle of a computer screen on a white back-

ground. All participants were well aware about the two possi-

ble orientations of the Necker cube, and both orientations were

seen by all of them. All participants were instructed to press ei-

ther the left or the right key on the control panel according to

their first visual impression (left-oriented cube ( Fig. 1 (a) or right-

oriented cube ( Fig. 1 (e)). Both the image presentation and the

recording of personal responses were accomplished with the help

of Electroencephalograph-recorder Encephalan-EEGR-19/26 (Medi-

com MTD). To demonstrate the grayscale stimulus we used a 24”

BenQ LCD monitor with the spatial resolution 1920 × 1080 pixels

and refresh rate of 60 Hz. The subject was located at a distance

of 70–80 cm from the monitor with visual angle approximately

equal to 0.25 rad. The overall observation time of each experiment

was 32 min, each Necker cube with the fixed control parameter I j 
( j = 1 , . . . , N) being shown randomly K = 47 times. In other words,

during one experiment M = N × K = 752 stimuli were presented

to the observer. The schematic representation of the experiment

paradigm is given in Fig. 2 . 

The choice of the durations of stimuli presentations, τ i , as well

as lengths of intervals between stimuli, s i (see Fig. 2 ), plays the

important role. Since the stimuli are presented to the observer in-

termittently, the effect of the stabilization of visual perception can

take place [42] . The underlying mechanism of this stabilization ef-

fect is not clear yet (although there are known some model-based

approaches, see, e.g. [43] ), but obviously, that this effect consisting

in persisting the visual perception between subsequent presenta-

tions of two ambiguous images can potentially affect the results.
herefore, the durations τ i and s i should be chosen in such a way

o avoid the stabilization effect. 

The mean duration of a visual percept is known to vary from

ne second to several minutes depending on each observer and

timulus conditions (e.g., [44] ), whereas the mean response times

re rather consistent and vary only by a few hundred milliseconds

see, e.g. [45] ). The most common experimental length for each

ercept of the Necker cube was found to be approximately 1 s.

28] . Therefore, to fix the first impression of the person and avoid

witches between two possible percepts the image exhibition was

imited to τ ∼ 0.5 ÷0.7 s. This length of the stimuli presentation

llows also reducing the stabilization effect [42] described above.

ndeed, the probability of a configuration persisting until the sub-

equent presentation is known to be highly dependent on how

ong it was seen before the stimulus was removed [42] . Only when

 perceptual configuration was seen consistently for the relatively

ong time before the stimulus disappearance, there is a high prob-

bility that it would persist to the next stimulus presentation. For

he Necker cube this required time of the consistent observation

s known to be about 1 s [42] , and, therefore, taking the length of

he stimulus exhibition τ below this value, we reduce the “mem-

ry” effect. The random sequence of the Necker cubes with the

ifferent values of the control parameter, I (see Fig. 2 ), also pre-

ents the appearance of the perception stabilization. Lastly, to draw

way the observer’s attention and make the perception of the next

ecker cube image independent of the previous one, the different

bstract pictures were exhibited for about s ∼ 1.5 ÷2.0 s between

ubsequent demonstrations of different Necker cube images. 

For each value I j of the control parameter I the probability P l ( I j )

f the left-oriented cube (the left key choice) was calculated as 

 l (I j ) = 

l(I j ) 

l(I j ) + r(I j ) 
, (1)

here l ( I j ) and r ( I j ) are the numbers of clicks on the left and right

eys, respectively, for the j -th Necker cube with the value I j of the

ontrol parameter. 

. Theoretical approach 

The probability of a subject to perceive the left-oriented image

f the Necker cube P l ( I ) is, in fact, a psychometric function actively

tudied in psychophysics [46–48] . In the framework of classical ap-

roach, different empirical functions (such as Cumulative, Normal,

ogistic, Weibull, Gumbel, etc.) are used to model experimentally

btained psychometric functions, with control parameters (first of

ll, threshold and slope) fitted with the help of different methods,

.g., maximum likelihood criterion or Bayesian criterion [47,49] . Al-

hough such an approach allows the quantitative description of the
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ρ  
ependence of an observer’s performance on some physical param-

ters of visual stimulus, this kind of description is mainly empiri-

al, tangling different aspects and mechanisms of the brain activity.

Contrary to the traditional approach [46,47,49] , in our study

e mainly focus on the theoretical and quantitative description

s well as the experimental measurement of the concrete relevant

actor of the brain activity, namely, the noise intensity character-

zing stochastic processes in the brain. Based on the methods of

tatistical physics, we develop a theory which helps us to derive

he analytical (not empirical) expression of the experimental data

nd measure the brain noise intensity. 

In previous studies [25,27,50,51] different possible interpreta-

ions of ambiguous images were attributed to the competition be-

ween neuronal populations. The alternation between two possible

nterpretations of an ambiguous image, such as the Necker cube

28] and other images (see, e.g., [27,39] ) indicates that the system

s close to the cusp catastrophe [52] . It is well known that abso-

utely all systems in the vicinity of the cusp catastrophe are de-

cribed by the dimensionless potential energy function with two

ocal minima x l, r : 

(x ) = 

a 4 x 
4 

4 

+ 

a 3 x 
3 

3 

+ 

a 2 x 
2 

2 

+ a 1 x. (2)

n the case of the Necker cube this corresponds to the left- and

ight-oriented perception states. In the context of the considered

roblem, the neuronal population dimensionless firing rate x is

ualitatively described by the ordinary differential equation 

˙ 
 = −U 

′ (x ) + ξ (t) , (3)

here ξ ( t ) is supposed to be zero mean δ-correlated Gaussian

oise [ 〈 ξ (t) 〉 = 0 , 〈 ξ (t) ξ (t 1 ) 〉 = Dδ(t − t 1 ) ], D is the noise inten-

ity, δ( · ) is the Dirac δ-function. Recent studies of the stochastic

odel Eq. (3) have demonstrated a very good qualitative agree-

ent between numerical and experimental results [14,27] , al-

hough the problem of the direct quantitative description of the

tochastic brain processes has not been solved hitherto. 

Generally, the profile of the perception energy function U ( x )

ay vary for each individual. Moreover, it may even change from

ime to time for the same person depending on his/her health,

ood, tiredness, adaptation ability, etc. Therefore, coefficients a i 
re expected to vary for each person and experiment. Fortunately,

y changing variables the profiles Eq. (2) with different coefficients

 i can be reduced to the universal form [52] 

(x ) = 

x 4 

4 

− x 2 

2 

+ bx (4)

o be used in Eq. (3) . Indeed, substituting new variable z for x

 x = δz + �, where δ = 

√ 

a 2 
3 

− 3 a 2 a 4 / ( 
√ 

3 a 4 ) and � = −a 3 / (3 a 4 ) )

n Eq. (2) and neglecting the constant term (which is insufficient

ince the derivative of the potential function is used in Eq. (3) ),

ne can obtain the potential energy function in the form 

(z) = γ

(
z 4 

4 

− z 2 

2 

+ bz 

)
, (5) 

here 

 = 

2 a 3 3 − 9 a 2 a 3 a 4 + 27 a 1 a 
2 
4 

3 

√ 

3 

3 

√ (
a 2 

3 
− 3 a 2 a 4 

)2 
and γ = 

(
a 2 3 − 3 a 2 a 4 

)2 

9 a 3 
4 

. (6) 

he multiplier γ , in turn, may be eliminated from the considera-

ion with the help of the time axes scaling τ = γ t . One can see,

hat after these transformations of variables the obtained poten-

ial energy function (5) coincides with Eq. (4) up to notations.

ince the noise intensity is also changed with substitution of the

ariables ( D new 

= D/γ 2 ), we propose to consider and measure the

ntensity of the effective noise related to the universal form of
he perception energy Eq. (4) . Therefore, starting from this point,

e assume that the bistable visual perception is governed by the

tochastic model Eq. (3) with the energy function given by Eq.

4) with b = �I/α, where �I is the deviation of the Necker cube

arameter from the symmetrical case and α is unknown scaling

oefficient determined by individual particularities of the bistable

erception energy function. 

The stochastic term in Eq. (3) results in the stochastic differen-

ial equation 

 X = −U 

′ (x ) d t + d W, (7)

here X ( t ) describes a stochastic process, W ( t ) supposed to be a

ne-dimensional Winner process which may be solved using the

okker-Plank equation 

∂ρX (x, t) 

∂t 
= 

∂ 

∂x 
[ U 

′ (x ) ρX (x, t)] + 

D 

2 

∂ 2 ρX (x, t) 

∂x 2 
(8)

ritten for probability density ρ( x, t ) of the stochastic process X ( t ).

he stationary probability density ρ( x ) being the solution of Eq.

8) does not depend on time t , and, therefore, Fokker-Plank equa-

ion Eq. (8) may be reduced to the ordinary differential equation

d 

dx 
[ U 

′ (x ) ρ(x )] + 

D 

2 

d 2 ρ(x ) 

dx 2 
= 0 . (9)

btained equation Eq. (9) is equivalent to 

′ (x ) + 

2 

D 

U 

′ (x ) ρ(x ) − C = 0 , (10)

here C is unknown constant. To solve the inhomogeneous ordi-

ary differential equation of the first order Eq. (10) we first con-

ider the homogeneous ordinary differential equation 

′ (x ) + 

2 

D 

U 

′ (x ) ρ(x ) = 0 , (11)

hich solution is 

(x ) = Be −
2 
D U(x ) , (12)

here B is constant. The solution of the inhomogeneous ordinary

ifferential equation Eq. (10) is known to have the form 

(x ) = B (x ) e −
2 
D U(x ) . (13)

aving substituted Eq. (13) for ρ( x ) in Eq. (10) one can obtain the

ifferential equation for the unknown function B ( x ) as 

 

′ (x ) = Ce 
2 
D U(x ) , (14)

hich solution may be written in the form 

 (x ) = C 

x ∫ 
0 

e 
2 
D U(z) dz + A, (15)

here A is some constant. Finally, taking into account Eqs. (12) and

15) we obtain the general form of the stationary probability den-

ity ρ( x ) being the solution of Fokker-Plank Eq. (8) as 

(x ) = e −
2 U(x ) 

D 

[ 

A + C 

x ∫ 
0 

e 
2 U(z) 

D dz 

] 

. (16) 

aving found the constant C from the extremum condition 

′ (x l,r ) = C = 0 (17)

e obtain the final form for the stationary probability density

unction 

(x ) = A exp 

(
−2 U(x ) 

D 

)
, (18)
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Fig. 3. (a) The surface of error values E ( α, D ) of the least square method calcu- 

lated for observer #13 and (b) the contour plot corresponding to this surface. The 

bold (blue) solid line in (b) represents the curve αD = 0 . 255 corresponding to the 

minimum error E min = 10 −2 . 
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Fig. 4. ( a ) The surface of error values E ( α, D ) of the least square method calculated 

for observer #1 and (b) the contour plot corresponding to this surface. The bold 

(blue) solid line in (b) represents the curve αD = D p = 0 . 31 corresponding to the 

minimum error E min = 0 . 026 . 

Table 1 

The values of the noise intensity D p measured experimentally and the mini- 

mum error E min characterizing the deviation of the experimentally obtained 

P l from the theoretical predicted ˆ P l . 

# D p E min # D p E min # D p E min 

1 0 .310 0 .026 8 0 .205 0 .085 15 0 .370 0 .021 

2 0 .175 0 .021 9 0 .925 0 .027 16 0 .245 0 .024 

3 0 .250 0 .024 10 0 .085 0 .003 17 0 .250 0 .034 

4 0 .245 0 .056 11 0 .300 0 .035 18 0 .155 0 .041 

5 0 .445 0 .075 12 0 .240 0 .053 19 0 .745 0 .060 

6 0 .310 0 .076 13 0 .255 0 .010 20 0 .455 0 .093 

7 0 .195 0 .049 14 0 .175 0 .035 Mean 0 .317 0 .042 
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where A is determined by the normalization condition 

+ ∞ ∫ 
∞ 

ρ(x ) dx = 1 . (19)

As a consequence, the theoretical probability for the person to per-

ceive the left-oriented cube, ˆ P l , can be found as 

ˆ P l = 

0 ∫ 
−∞ 

ρ(x ) dx, (20)

where ˆ P l depends on three control parameters, namely, �I, α and

D , i.e., ˆ P l = 

ˆ P l (�I, α, D ) . 

By varying the quantity �I , while two other control parameters,

α and D , are fixed, one can obtain the theoretical curve ˆ P l (�I, α, D )

corresponding to the experimental data which, in turn, may be also

considered as dependent on the deviation of the Necker cube pa-

rameter from the symmetrical case, i.e., P l = P l (�I) . The values of

two other parameters, α and D , can be found with the help of the

least square technique [53] for the minimum error value 

E(α, D ) = 

N ∑ 

j=1 

[
P l (�I j ) − ˆ P l (�I j , α, D ) 

]2 
. (21)

4. Results 

The typical surface of error E ( α, D ) calculated by using the least

square method is shown in Fig. 3 (a), whereas the contour plot cor-

responding to this surface is given in Fig. 3 (b). One can clearly see

that there is the curve of the minimal error E min for which the best

coincidence of the theoretical and experimental points occurs. This

curve found empirically is described by the following approximate

relation [see Fig. 3 (b)] 

αD = D p = const . (22)
oticeably, exactly the same regularity has been observed for ab-

olutely all subjects in all experiments (see, e.g., Fig. 4 where the

urface of the error values E ( α, D ) obtained for other observers is

iven). In other words, the parameter D p is, in fact, the universal

nvariant providing the minimum E min of the error value surface

 ( α, D ). Correspondingly, the quantity D p may be treated as the in-

ensity of the effective noise related to the individual bistable per-

eption energy function U ( x ). Most importantly, although we have

o possibility to find quantitative characteristics of the individ-

al perception energy function U ( x ), we can, nevertheless, measure

recisely the intensity D p of the noise involved into the bistable

isual perception. Obviously, this effective noise intensity D p can

asily be found in the experimental data with the help of the least

quare technique and should be considered to be in strong con-

ection with individual particularities of the human bistable per-

eption. 

The results of the experimental studies are illustrated in Fig. 5

nd summarized in Table 1 , where the subject number, the ob-

ained value of the effective noise intensity D p , and the minimum

rror E min for Eq. (21) are given. As one can see for all experi-

ents, the experimental data is in a good agreement with the the-

retical curves prescribed by Eqs. (18) and (20) for which the effec-



A.E. Runnova et al. / Chaos, Solitons and Fractals 93 (2016) 201–206 205 

Fig. 5. Experimentally measured dependencies of the probability to perceive the 

left-oriented image of the Necker cube P l ( �I ) on the asymmetry wireframe con- 

trasts parameter �I obtained for ten different subjects (dots) and corresponding 

theoretical approximations ˆ P l (�I) shown by the solid lines. The values of the effec- 

tive noise intensity D p related to the individual bistable perception energy function 

are determined with the help of the least square technique. All curves are ordered 

by increasing effective noise intensity D p : (a) subject #10, D p = 0 . 085 ; (b) subject 

#14, D p = 0 . 175 ; (c) subject #3, D p = 0 . 25 ; (d) subject #17, D p = 0 . 25 ; (e) subject 

#13, D p = 0 . 255 (see also Fig. 3 ); (f) subject #11, D p = 0 . 3 ; (g) subject #6, D p = 0 . 31 ; 

(h) subject #15, D p = 0 . 37 ; (i) subject #19, D p = 0 . 745 ; (j) subject #9, D p = 0 . 925 . 
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ive noise intensity D p given in Table 1 has been measured using

he least square approach. We have found that the effective noise

ntensity D p varies from 0.085 to 0.925 with the mean value being

.317, the standard deviation is 0.201, and the standard error of

he mean is 0.045. Remarkably, the values of E min characterizing

he deviation of the experimental points P l ( �I ) from the theoret-

cal approximation 

ˆ P l (�I) are located within the interval 0.003 ≤
 min ≤ 0.093 with the mean value of 0.042, standard deviation of

.025, and standard error of the mean of 0.006. 

The excellent agreement between the theoretical curves and the

xperimentally obtained data is the conclusive evidence of the cor-

ectness of the proposed approach aimed to quantitatively char-

cterize the processes of the cognitive activity related to the vi-

ual perception of ambiguous images. The revealed regularity Eq.

22) is extremely important from the viewpoint of both the un- 

erstanding of the brain functionality and the noise intensity mea-

urement. The empirical character of regularity Eq. (22) in no way

educes the value of the obtained finding because absolutely all

heories accepted today (whether in astronomy, physics, biology or

lsewhere) are based on the preceded empirical observations. Re-

arkably, the examined type of the brain activity can be quantita-

ively characterized with the help of a single quantity, namely, the

ntensity of effective noise, D p , despite individual particularities of
he human perception mechanism, as well as the lack of informa-

ion about numerical parameters responsible for recognition of vi-

ual stimuli. 

. Conclusion 

In this paper we have proposed a method for theoretical and

xperimental studies of stochastic processes in the human brain

elated to the perception of ambiguous images. Although all of our

xperiments have been performed in the morning with healthy

ersons, it would be very interesting to study the influence of

ifferent factors (e.g., tiredness, external disturbance, etc.) on the

evel of brain noise. Moreover, a study of stochastic processes in

he brain of persons with cognitive difficulties and the use of the

roposed technique for diagnostic and prognostic purposes seems

o be an extremely important task. Obviously, the above problems

equire additional careful investigation. 

We believe that the developed theoretical background and pro-

osed experimental methodology will stimulate further research of

ognitive brain activity involving theoreticians and experimental-

sts from different fields of science. The developed theory provides

 solid experimentally approved basis for further understanding of

rain functionality. This rather simple way to quantitatively char-

cterize brain activity related to perception of ambiguous images

ill be a powerful tool, which could be used, e.g., in neurotech-

ology to design a brain-computer interface, and in medicine for

iagnostic and prognostic purposes. We expect that our work will

e interesting and useful for scientists who carry out interdisci-

linary research at the cutting edge of physics, neurophysiology,

sychology and medicine. 
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