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Abstract—Neuroimaging data analysis suffers from the curse
of dimensionality. Feature selection plays an important role
in mitigating this curse. Here we explore the potential of the
Hierarchical Temporal Memory (HTM) Spatial Pooler (SP)
as a nonparametric interpretable feature selection algorithm
for high-dimensional neuroimaging data. Our results indicate
that SP demonstrates comparable performance to other feature
selection algorithms in terms of feature stability and classification
performance.

Index Terms—Feature selection, Hierarchical temporal mem-
ory, Spatial pooler, Neuroimaging data, Machine learning, Inter-
pretability

I. INTRODUCTION

Analysis of neuroimaging data presents a significant
challenge because of its high dimensionality. For instance,
functional connectivity vectors derived from BOLD signals
across 200 brain parcellations comprise of 19,900 unique
connections. This high-dimensional feature space, coupled
with typically limited sample size in neuroimaging studies,
often leads to overfitting in machine learning models [1]–[4].
Additionally, such high-dimensional data hinder effective
visualization of group differences [5]–[7].

To address these challenges, researchers employ several
dimension reduction and feature selection algorithms [1].
Commonly used dimension reduction algorithms include
Uniform Manifold Approximation and Projection (UMAP),
t-Distributed Stochastic Neighbor Embedding (t-SNE),
Principal Component Analysis (PCA) etc. While these
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techniques effectively reduce dimensionality, they often
compromise result interpretability [8]. Alternatively, feature
selection algorithms maintain interpretability by choosing
a subset of original features based on specific criteria [9].
Common approaches include selecting features based on
ANOVA F-test score, chi-squared score, mutual information
score etc. As machine learning models are increasingly
applied to neuroimaging studies, the need for interpretability
has grown significantly to ensure that these systems
provide not only accurate predictions but also meaningful
insights into the underlying neural mechanisms, ultimately
enhancing trust and applicability in clinical settings [10]–[13].

Hierarchical Temporal Memory (HTM) is a physiological-
interpretable machine learning model that is inspired by
the structural and functional properties of neocortex [14].
Neocortex is the region of the mammalian brain responsible
for higher-order cognitive functions such as vision, hearing,
motor control, language, and planning. Biological evidence
suggests that neocortex implements a common set of
algorithms across its neural circuitry despite the diversity of
tasks it performs [15]. HTM provides a theoretical framework
to understand and model the neocortex’s capabilities and its
underlying algorithm [16]. HTM architecture comprises four
interconnected components namely encoder, spatial pooler,
temporal memory and classifier that work together to learn
from input data (Fig. 1).

This study explores the potential of Spatial Pooler (SP)
[16], a component in HTM architecture, as a nonparametric
interpretable feature selection algorithm. We computed the
stability of features selected by SP from two neuroimaging
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Fig. 1. HTM architecture. An HTM system comprises of an encoder, SP,
temporal memory and a classifier.

datasets and compared obtained stability with several
established feature selection algorithms. Additionally, we
assessed the classification performance of machine learning
classifiers using the SP-selected features to validate the
effectiveness.

Our exploration aimed to:

• Evaluate the stability of features selected by the SP,
• Assess the classification performance of machine learning

models using SP-selected features,
• Compare the SP performance with other feature selection

algorithms.

The rest of paper is divided as follow: section II briefly
describes the working of SP, section III elaborates the
evaluation methodology, section IV presents the results and
section V concludes the paper.

II. HTM SPATIAL POOLER

HTM is effective because it uses Sparse Distributed
Representations (SDRs) in its operation [17]. Researchers
have observed the existence of SDRs in several cortical
regions, including auditory, visual, and somatosensory regions
[18]. The purpose of SP in HTM framework is to encode
stream of sensory inputs into SDRs. The design of spatial
pooler incorporates several neurobiological principles such
as competitive Hebbian learning, homeostatic excitability
regulation, sensory cortex connection topology and activity-
dependent structural plasticity [16].

The SP operates on the binary vectors generated by the
encoder and assigns columns to these binary vectors. These
columns correspond to dendritic segments of neocortex
neurons. Each column has a set of synapses with associated
permanence values, initialized randomly. Active synapses
(synapses that are connected to active bits in the input binary
vector) inhibit neighboring columns through a process known
as Hebbian learning [19], [20]. This inhibition mechanism
results in the creation of SDRs consisting of active columns.
The SP’s operation is governed by thresholds that determine

whether a column is considered active or inactive.

Fig. 2 shows how SP takes in a binary input and converts
it into an SDR. The input to the SP is a binary vector,
which may or may not be sparse. A binary matrix represents
the connected synapses in the SP. This matrix, while not
necessarily sparse, typically exhibits sparsity in practice.
The process involves a dot multiplication between input and
binary matrix, resulting in a vector of overlap counts. The
subsequent inhibition step determines the column winners,
which form the output. Specifically, the indexes corresponding
to the highest overlap counts become the active bits in the
output SDR.
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Fig. 2. SP mechanism. The binary encoded input vector is dot multiplied
by the connected synapses to produce overlap values, which then undergo
inhibition to generate the final SDR output.

III. EVALUATION

Our analysis used two neuroimaging datasets to explore the
feasibility of SP as a feature selection algorithm; Preprocessed
Autism Brain Imaging Data Exchange (ABIDE) dataset [21]
and custom-curated rs-fMRI of Major Depressive Disorder
[22]. For the rest of study, this rs-fMRI dataset will be
addressed as MDD. We chose these datasets because several
previous studies successfully classified participants based on
features present in them [22]–[24].

The preprocessed ABIDE dataset comprises neuroimaging
data collected for Autism Spectrum Disorder (ASD) research.
Preprocessing removed noise, corrected artifacts, and aligned
data across imaging centers and acquisition protocols. This
preprocessing makes the data more suitable for comparative
and statistical analyses. Table I details the characteristics

107
Authorized licensed use limited to: Kant Baltic Federal Univ. Downloaded on October 22,2024 at 11:08:15 UTC from IEEE Xplore.  Restrictions apply. 



of the preprocessed ABIDE dataset used in this study.
[21] describes these characteristics in details. The MDD
dataset included 140 participants: 70 with major depressive
disorder and 70 healthy controls. [22], [25], [26] describe the
collection, processing and characteristics of MDD dataset.

TABLE I
CHARACTERISTICS OF PREPROCESSED ABIDE DATASET

Autistic participants 391
Neurotypical participants 391
Neuroimaging data rs-fMRI
Preprocessing pipeline CPAC
Preprocessing strategy filt global
Regions of interest Craddock 200 atlas

For each participant, we computed Pearson Correlation
Coefficient [27] among all pairs of parcellations to obtain
functional brain connectivity matrix. Since obtained
connectivity matrix were diagonally symmetrical, we
considered only the unique connections among parcellations.
This resulted in vectors of sizes 19,900 and 13,530 for each
participant in ABIDE and MDD dataset respectively. The
functional connectivity vector of each participant was then
passed through an encoder which assigned a value of 1 for a
correlation value of above 0 and 0 otherwise.

Table II outlines the hyperparameters setting for the SPs
used in our study [28]. We employed a global inhibition
mechanism, set potential radius to the size of input vector
and set percentage of potential synapses to 100. We operated
under the assumption that each column in the SP was
connected to the entire input space.

TABLE II
HYPERPARAMETERS SETTING FOR TRAINING SPS

Hyperparameters ABIDE MDD

Input size 19900 13530
Potential radius 19900 13530
Columns size 500 500
Boost strength 300 100
Output sparsity (%) 3 3
Percentage of potential synapses 100 100
Stimulus threshold 10 10
Increase in the permanence
of active synapses 0.14 0.14

Decrease in the permanence
of inactive synapses 0.02 0.02

Permanence threshold for a synapse to be
consider connected (connected permanence) 0.95 0.30

We employed 10-fold cross validation strategy to evaluate
the performance of SP on different subsets of our data. This
strategy ensured that the obtained results were consistent and
not dependent on particular data split [29]. In each iteration,
we fed 9 folds of data to the SP for training and once trained,
identified the indexes of synapses (associated with SDRs)
whose permanence were ≥ connected permanence. These

indexes were considered to be the indexes of selected features.

We compared the performance of SP as a feature selection
algorithm against chi-squared, ANOVA F-test and mutual
info scores based feature selection algorithms [9]. These
algorithms were implemented using the SelectKBest method
available in scikit-learn, python [30]. Additionally, we
computed Jaccard stability index, Kuncheva index and Dice-
Sorensen index [31] to measure the stability of SP-selected
features.

Furthermore, we trained three classifiers namely Support
Vector Machine (kernel set to radial biases function),
Random Forest and Logistic Regressor [32] to evaluate the
classification performance of SP-selected features. Accuracy,
recall, precision and F1-score [33] were used to measure the
classification performance. Default parameters were used to
train these classifiers [30].

We employed Friedman test [34] to verify the statistical
significance of stability indexes and performance scores.
Bonferroni correction was further applied to overcome
potential Type I errors.

IV. RESULTS AND DISCUSSION

The trained SPs generated SDRs with a fixed sparsity of
3%. Table III details the summary statistics of entropy of SPs,
sparsity and activation frequency of SDRs before and after
training. These statistics verified that SPs learnt well on the
given data [16]. Figures 3 and 4 show the sparsity of the data
and SP output for ABIDE and MDD dataset respectively.

TABLE III
SUMMARY STATISTICS OF TRAINED SPS BEFORE (BEF.) AND AFTER (AFT.)

TRAINING

D
at

as
et

Measure Time Min Mean Std Max

A
B

ID
E

Entropy Bef. - 0 - -
Aft. - 0.9999 - -

Sparsity Bef. -inf 1234.57 35.1364 inf
Aft. 0.03 0.03 1.1104e−6 0.03

Act. Freq Bef. 1234.54 1234.56 0.0032 1234.57
Aft. 0.0299 0.03 0.0004 0.0313

M
D

D

Entropy Bef. - 0 - -
Aft. - 0.9985 - -

Sparsity Bef. -inf 1234.57 35.1364 inf
Aft. 0.03 0.03 2.5999e−6 0.03

Act. Freq Bef. 1234.54 1234.56 0.0032 1234.57
Aft. 0.0238 0.02999 0.0033 0.0317

Table IV presents the stability indexes of employed feature
selection methods for preprocessed ABIDE and MDD dataset.
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Fig. 3. Sparsity in ABIDE. The top plot shows the sparsity of the input,
while the bottom plot represents the sparsity of the output SDRs.

Fig. 4. Sparsity in MDD. The top plot shows the sparsity of the input, while
the bottom plot represents the sparsity of the output SDRs.

Friedman test revealed a significant difference among the
stability indexes (p < 0.05, Bonferroni corrected). SP trained
on ABIDE selected features that have stability close to other
methods. However, in case of MDD, selected features seemed
to be less stable. One possible reason behind this low stability
is because of the small size of MDD dataset.

TABLE IV
MEAN STABILITY INDEXES OF FEATURE SELECTION ALGORITHMS OVER

10 FOLDS

D
at

as
et

Feature
selection

Stability
index Jaccard

index
Kuncheva

index
Dice-Sorensen

index

A
B

ID
E SP 0.5769 0.5238 0.7166

Chi-squared 0.6121 0.5979 0.7593
ANOVA f-test 0.7170 0.7300 0.8351
Mutual info 0.5549 0.5184 0.7137

M
D

D

SP 0.2149 0.2967 0.3493
Chi-squared 0.4867 0.6869 0.6544
ANOVA F-test 0.5926 0.8009 0.7436
Mutual info 0.3852 0.5623 0.5560

Similarly, table V, VI and VII present the classification
performance obtained with and without feature selection.
Friedman test revealed no statistical difference among these
performance scores (p > 0.05, Bonferroni corrected). It is
evident from these scores that SP-selected features provided

the same classification performance as that of other algorithms.

TABLE V
MEAN OF SVM PERFORMANCE SCORES OVER 10 FOLDS

D
at

as
et

Feature
selection (FS)

Performance
score

Accuracy Precision Recall F1 score

A
B

ID
E

Without FS 0.6804 0.6839 0.6747 0.6777
SP 0.6765 0.6836 0.6649 0.6723
Chi-squared 0.6727 0.6753 0.6652 0.6690
ANOVA F-test 0.6637 0.6668 0.6596 0.6611
Mutual info 0.6586 0.6588 0.6587 0.6579

M
D

D

Without FS 0.5643 0.5532 0.5439 0.5345
SP 0.5857 0.5634 0.6251 0.5773
Chi-squared 0.5714 0.5757 0.5176 0.5286
ANOVA F-test 0.5929 0.5857 0.5412 0.5451
Mutual info 0.6143 0.5992 0.5773 0.5729

TABLE VI
MEAN OF RANDOM FOREST PERFORMANCE SCORES OVER 10 FOLDS

D
at

as
et

Feature
selection (FS)

Performance
score

Accuracy Precision Recall F1 score

A
B

ID
E

Without FS 0.6178 0.6248 0.5857 0.6021
SP 0.6100 0.6115 0.6084 0.6071
Chi-squared 0.6241 0.6382 0.5971 0.6117
ANOVA F-test 0.6497 0.6608 0.6165 0.6352
Mutual info 0.6254 0.6385 0.5921 0.6104

M
D

D

Without FS 0.5500 0.5411 0.5419 0.5155
SP 0.6143 0.6004 0.6695 0.6064
Chi-squared 0.5857 0.5747 0.6245 0.5810
ANOVA F-test 0.5786 0.5681 0.5787 0.5562
Mutual info 0.6500 0.6277 0.6473 0.6201

TABLE VII
MEAN OF LOGISTIC REGRESSOR PERFORMANCE SCORES OVER 10 FOLDS

D
at

as
et

Feature
selection (FS)

Performance
score

Accuracy Precision Recall F1 score

A
B

ID
E

Without FS 0.6548 0.6526 0.6538 0.6522
SP 0.6535 0.6577 0.6294 0.6425
Chi-squared 0.6624 0.6594 0.6638 0.6608
ANOVA F-test 0.6547 0.6516 0.6557 0.6528
Mutual info 0.6535 0.6537 0.6541 0.6517

M
D

D

Without FS 0.6357 0.5971 0.6830 0.6305
SP 0.6143 0.5809 0.6638 0.6095
Chi-squared 0.5643 0.5731 0.5608 0.5407
ANOVA F-test 0.6000 0.6020 0.6296 0.5960
Mutual info 0.6286 0.6096 0.6563 0.6138

V. CONCLUSION

We demonstrated the potential of using the HTM SP
as a nonparametric interpretable feature selection algorithm
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for high-dimensional neuroimaging data. Our introductory
investigation suggests that the SP can select features with
stability comparable to established methods when applied to
the ABIDE dataset. However, the SP-selected features show
lower stability for the smaller MDD dataset, indicating a
potential sensitivity to sample size. Classification performance
using SP-selected features is comparable to that of other
feature selection algorithms across both datasets. We believe
that our exploration could contribute to the ongoing efforts to
develop robust and interpretable feature selection methods for
neuroimaging data.
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