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Abstract: Automated labelling of epileptic seizures on electroencephalograms is an essential inter-
disciplinary task of diagnostics. Traditional machine learning approaches operate in a supervised
fashion requiring complex pre-processing procedures that are usually labour intensive and time-
consuming. The biggest issue with the analysis of electroencephalograms is the artefacts caused by
head movements, eye blinks, and other non-physiological reasons. Similarly to epileptic seizures,
artefacts produce rare high-amplitude spikes on electroencephalograms, complicating their sepa-
rability. We suggest that artefacts and seizures are rare events; therefore, separating them from the
rest data seriously reduces information for further processing. Based on the occasional nature of
these events and their distinctive pattern, we propose using anomaly detection algorithms for their
detection. These algorithms are unsupervised and require minimal pre-processing. In this work, we
test the possibility of an anomaly (or outlier) detection algorithm to detect seizures. We compared the
state-of-the-art outlier detection algorithms and showed how their performance varied depending on
input data. Our results evidence that outlier detection methods can detect all seizures reaching 100%
recall, while their precision barely exceeds 30%. However, the small number of seizures means that
the algorithm outputs a set of few events that could be quickly classified by an expert. Thus, we be-
lieve that outlier detection algorithms could be used for the rapid analysis of electroencephalograms
to save the time and effort of experts.

Keywords: epilepsy; electroencephalogram; machine learning; extreme events; anomaly detection;
unsupervised

1. Introduction

Epilepsy is a neurological disease that affects about 1% of the world’s population [1].
A key feature of epilepsy is seizures—rare episodes of abnormal activity [2]. On the be-
havioural level, seizures may either induce uncontrollable convulsions (e.g., tonic—clonic
seizures) or loss of consciousness (e.g., absence seizures) [3]. On the neural activity level,
seizures are accompanied by rhythmic low-frequency neural oscillations with a high ampli-
tude reflecting synchronous activity in large neuronal populations [4].

In general, seizures are accompanied by a state of incapacity that leads to dangerous
situations for patients and other people. Epilepsy can also cause cognitive and behavioural
deficits [5]. Thus, antiepileptic treatment is highly important, and it starts with diagnos-
tics [6]. Epileptic seizures occur unpredictably and alternate with long periods of normal
activity. The rare nature of these events complicates their diagnostics in hospital settings.
To collect a sufficient amount of epileptiform activity, patients undergo prolonged elec-
troencephalogram (EEG) monitoring in hospital [7]. As a result, this procedure generates
big data comprising hours of normal activity and several seizures with a total duration
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of a few minutes in total. Usually, this EEG data becomes a subject of manual processing
by epileptologists, who spend many hours inspecting EEG signals to label the fragments
containing seizures [8]. Machine learning (ML) algorithms are often implemented in EEG
data processing, which includes seizure detection [9-12]. These algorithms can be used to
reduce the routine work of experts, helping them label seizures faster, and decreasing the
number of errors caused by the human factor.

The application of the ML approach in seizure labelling commonly results in classifiers
capable of detecting two classes: “seizures” and “normal activity” [13]. Each classifier falls
into one of two broad categories: supervised and unsupervised [14]. The supervised ML
algorithm undergoes training using the labelled data of some patients before labelling data
from a new patient. Using EEG recordings with manually labelled seizures, these algo-
rithms may learn the distinctive features of epileptiform patterns to detect them on unseen
EEG signals [15]. A supervised approach to epilepsy detection has shown promising results
and includes state-of-the-art techniques such as deep learning (DL) [16], recurrent neural
networks (RNNs) [17], and its modified version—long short-term memory (LSTM) [18].
The majority of ML methods for seizure labelling are supervised [19]. However, some
limitations of supervised ML algorithms are often overlooked. Firstly, supervised methods
require a large amount of pre-labelled data. The acquisition of such a dataset can be a
challenging task in itself. Epileptic patterns are known to be high variable, originating from
physiological features of different types of epilepsy and further exacerbated by differences
in experimental conditions, and hard- and software acquisition. Secondly, one of the most
prominent problems in epileptic data is class imbalance: hour and day recordings usually
only contain several epileptic episodes with a total length in minutes. In many cases,
the class imbalance leads to overfitting.

Unsupervised ML algorithms are commonly less effective in classification but can
provide other benefits, for instance, when working with imbalanced data [20]. Additionally,
unsupervised methods do not require data pre-labelling and tend to be more explain-
able [21]. The ultimate goal of our work was to propose a decision support system (DSS) for
epilepsy diagnostics as explainability is highly important in medicine. Thus, we decided to
use unsupervised ML methods specifically designed to work with imbalanced data and
perform anomaly detection. A literature search showed that some unsupervised methods
rely on complex pre-processing [22] or invasive techniques [23], neither of which are accept-
able for rapid clinical diagnostics in human patients. In this research, we decided to use
EEG data with minimal pre-processing to devise a system capable of operating in a clinical
setting. The main goal of our work was to estimate the performance of unsupervised
anomaly detection models as a system for automatic pre-labelling of epileptic seizures on
human EEGs.

Recently, we showed that EEG data with epileptic seizures are not only imbalanced
but also demonstrate features of extreme event behaviour [24,25]. We used this knowledge
to apply anomaly detection techniques to label epileptic EEG data. These techniques
belong to unsupervised ML algorithms that operate without training data. We tested a
one-class support-vector machine (SVM), a popular outlier detection algorithm, on the data
of 83 patients and reported 77% sensitivity and 12% precision [26].

Here, we further investigate the ability of outlier detection algorithms to detect
seizures. We start by introducing popular algorithms for outlier detection, including
SVM, ensemble method, and distance-based methods, and adjust their hyperparameters
to ensure the best score. Then, we trained these algorithms using various features of EEG
signals, including two frequency ranges and three types of spectral power: full spectrum,
mean, and principal components (PCs). With the obtained results, we tested two hypothe-
ses: (i) the algorithm type and features impact performance; (ii) predicted performance
based on prior knowledge about the algorithm type and features.

The remainder of this paper is organized as follows. Section 2 presents the materials
and methods, describing the used dataset, details on the following data processing, and fea-
ture engineering procedures. Section 2 also includes information on the proposed methods:
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Block diagram, details on the different ML algorithms tested, and a description of processes
for evaluation and hyperparameter optimization. Section 3 presents the results and discus-
sion, including the results of hyperparameter optimization and an evaluation of the models
with optimal hyperparameters. Section 3 also includes the results of statistical comparisons
of different algorithms as well as different features. Section 4 presents the conclusion.

2. Materials and Methods
2.1. Dataset

We studied data from the National Medical and Surgical Center named after N.
I. Pirogov of the Russian Healthcare Ministry (Moscow, Russia). The dataset included
anonymized results from patients under long-term monitoring from the Department of
Neurology and Clinical Neurophysiology in 2017-2019. This procedure aimed to record
samples of epileptic activity and verify epileptogenic zones for further clinical treatment.
During monitoring, patients kept a regular daily routine with a normal sleep-wake cycle
and regular physiological trials. The trials included photic stimulation and hyperventi-
lation, commonly used to stimulate the emergence of epileptiform activity. However, no
of the seizures were triggered by these trials, i.e., all epileptic seizures in the resulting
dataset were spontaneous. The length of recording varied between patients from 8 to
84 h and depended on the patient’s condition. The number of recorded epileptic seizures
varied between patients from 1 to 5. All medical procedures followed the Helsinki Decla-
ration and the Center’s medical regulations. Patients provided written informed consent
before participation.

EEG signals were recorded with a “Micromed” recorder (Micromed S.p.A., Italy).
The dataset for each patient consisted of 25 EEG channels with a sampling rate of 128 Hz.
During the recording, EEG electrodes were arranged according to a“10-20” scheme with
the ground electrode on the forehead and reference electrodes on the ears. EEG signals
were examined and labelled by an experienced epileptologist.

Here, we used EEG data of 80 patients diagnosed pathologically with focal epilepsy.
However, there was no uniformity of the diagnosis: in different patients, epileptic focus
points were found in frontal, temporal, or parietal areas of one or both hemispheres.

2.2. Data Processing

Data processing mainly followed the pipeline described in our previous work [25].
EEG signals are highly susceptible to external and internal noises, and this becomes even
more prominent during long-term recording [27]. To increase the quality of EEG data, we
applied two steps of pre-processing. Firstly, we filtered EEG data with band-pass (1-60 Hz)
and notch (50 Hz) filters. High-pass filter restrained low-frequency artefacts caused by
stray effects or breathing, while the low-pass filter reduced high-frequency components,
usually related to muscle activity during everyday routine or seizure convulsions [28]. The
notch filter suppressed 50 Hz noise from the power grid. Secondly, we used an artefact-
removal approach based on independent component analysis (ICA) to mainly remove
blinking artefacts.

Further data processing included time—frequency analysis. For this purpose, we used
continuous wavelet transform (CWT) with Morlet mother wavelet [29]. We calculated
wavelet power (WP) as it is one of the most common CWT-based characteristics for describ-
ing the time—frequency structure of EEGs [30]. We chose 1-30 Hz as the frequency band of
interest since it is acceptable for studying both normal and pathological EEG activity [31].
CWT can produce a lot of WP data that is difficult to process and use as features for ML
methods, so we performed additional steps to reduce data complexity. Firstly, we reduced
the spatial dimensionality by averaging the WP over all EEG channels. Secondly, we
divided the WP time series into a set of non-overlapping 60 s intervals and calculated the
median value inside each interval, hence providing downsampling in the temporal domain.
Thus, we obtained WPs averaged over all EEG channels and time intervals and used this
data for further feature engineering.
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2.3. Feature Engineering

Here, we extended the feature engineering approach from our papers [25,26] by
introducing additional features of the EEG signals. Each 60 s interval was considered as an
event characterized by a vector of 300 values. These values correspond to the spectrum of
WP in the 1-30 Hz band divided into bins with a 0.1 Hz step.

To reduce the complexity of the data, we implemented principal component analysis
(PCA) [32]. In PCA, it is important to assess the number of PCs for the output; however,
those components must have high explained variance of the original data. Thus, we applied
the following algorithm: we decomposed the data into several PCs, introduced a threshold
for explained variance—90%, then chose a minimum number of components that could
explain a high enough variance. The dependence of the minimum explained variance on
the number of PCs is shown in Figure 1. The number of PCs was chosen to be four. Together
four PCs could explain at least 98% and 90% of the variance in the original data for the 3 Hz
and 30 Hz frequency bands, respectively. In practice, we do not need to use all 300 values
of initial WP, but instead can use only four PCs to train the model. This approach simplifies
the work of the model, since the number of features used for classification is reduced, while
we lose a fairly low percentage of initial information.
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Figure 1. The dependence of the minimum explained variance on the number of PCs for the 3 Hz
(green line) and 30 Hz (blue line) frequency bands.

Based on the data, we proposed several features for the ML algorithm, including ones
obtained through PCA:

e 30 Hz raw—the vector of all 300 values of the WP in the 1-30 Hz band;

* 3 Hz raw—the sub-vector of 30 values of the WP in the 1-3 Hz band;

e 30 Hz mean—the mean value of the WP in the 1-30 Hz band;

¢ 3 Hz mean—the mean value of the WP in the 1-3 Hz band;

* 30 Hz PCA—PCA-based feature obtained after decomposing the WP in the 1-30 Hz
band and considering four PCs that explain 90% of the variance;

e 3 Hz PCA—PCA-based feature obtained after decomposing the WP in the 1-3 Hz
band and considering four PCs that explain 98% of the variance.

We explain chosen features with the following reasoning. It is a well-known fact
that epileptic seizures represent abnormal excessive neuronal activity in the brain [2].
Abnormality suggests that EEG signals during seizure episodes differ greatly from normal
EEG signals. Hence, the properties of the EEG spectrum should reflect these differences as
well. Thus, for spectrum properties, we considered:

*  the overall distribution of the WP across frequencies reflected by the feature 30 Hz raw;
¢  the mean value of the WP in the spectrum reflected by the feature 30 Hz mean;
¢ the WP values at dominant frequencies reflected by the feature 30 Hz PCA.
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Recent works have demonstrated that epileptic activity is associated with characteristic
frequency bands in both animal [33] and human subjects [24-26]. For human epilepsy,
the band is considered to be 1-3 Hz, so we added three features to reflect spectrum
properties in this band: 3 Hz raw, 3 Hz mean, and 3 Hz PCA.

2.4. Machine Learning Methods

We used outlier detection methods, a subgroup of unsupervised ML algorithms. Gener-
ally, we considered three different approaches: distance-based methods, SVM, and random
forest. Below, we give a brief overview of these methods and describe their main hyper-
parameters. For a more detailed description, see the recent work of Urs Lenz, Peralta,
and Cornelis [34]. Figure 2 shows a block diagram of the method.
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Figure 2. Block diagram of the proposed ML method.

2.4.1. One-Class Support Vector Machine

A one-class support vector machine (OCSVM) was chosen as the first ML method
because it has already demonstrated a good performance in the analysis of EEG data [22,35].
SVM takes the data to a higher dimensional space and then aims to find the hyperplane
that separates the vectors into two classes. OCSVM, on the other hand, learns to separate
normal data from abnormal data. This model has four hyperparameters:

. Kernel type is similar to one used in standard SVM classifiers;

*  Threshold parameter (nu) indicates the expected percentage of outliers in the data;

e Kernel coefficient (gamma) determines the degree of wrapping of the vectors by
the plane;

¢  Stopping criterion (tol) implies that the algorithm stops running when the difference
between old and new loss values becomes less than tol.
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2.4.2. k-Nearest Neighbors

The k-nearest neighbours (kNN) method works on a simple principle—it calculates
the distances from each data vector to its k-nearest vectors and compares these distances to
some predefined threshold [36]. kNN has three hyperparameters:

¢ Algorithm is a parameter responsible for the method used for distance calculation;

* n_neighbors defines the number of nearest neighbors;

*  Threshold defines a decision boundary, i.e., the data with a distance exceeding the
threshold is referred to as an outlier.

2.4.3. Local Nearest Neighbors Distance

The local nearest neighbours distance (LNND) [37] relies on the same principle as
KkNN: once the distance to the data exceeds a predefined threshold, these data are marked
as outliers. The main difference is that the LNND distance in the attribute space is not
valued equally everywhere, but instead it is compared to the local distance between nearby
training instances. For instance, if A is a given point and B is its kth nearest neighbour,
then the localized distance is the distance from A to B, divided by the distance from B to its
kth nearest neighbour. Hyperparameters for LNND are the same as the ones for kKNN.

2.4.4. Local Outlier Factor

The local outlier factor (LOF) method is based on the concept of local density, which
reflects how close the neighbours are to a given point [38]. Based on the distances to the
nearest neighbours, the algorithm calculates the local density for each data vector and
then extracts the vectors whose density is lower than their neighbour’s. This method has
three hyperparameters:

. Algorithm defines a distance measure;
* n_neighbors is the number of neighbours;
e  Contamination sets the percentage of outliers in the dataset.

2.4.5. Isolation Forest

Isolation forest (IF) is an adaptation of the random forest classifier for one-class classifi-
cation. Its central idea is that instances that are more isolated from the target class should be
easier to separate from the training instances. This idea is transferred to the model by con-
structing randomized search trees on the target data and measuring the average number of
steps required to pass through these trees. IF has one hyperparameter—contamination [39].

2.5. Evaluation and Hyperparameter Optimization

For ML algorithms, we adjusted hyperparameters to maximize the Fl-score [40].
Due to EEG variety, we trained an algorithm on the data of a single patient and calculated
the corresponding F1-score using the equation:

2 X precision X recall

F1 —
precision + recall

x 100%, 1)

where precision and recall are calculated based on the number of true (TP) and false (FP)
positives, and false negatives (FN) as follows:

TP
ision = ——— x 100% 2
precision TP+ P x 100%, 2)
recall = 7TPTFN x 100%, 3)

Then, we averaged individual F1-scores across participants and chose hyperparame-
ters that minimized this averaged F1-score. To choose parameters, we used the GridSearch
function in Python. GridSearch is a simple function for hyperparameter tuning that sorts



Appl. Sci. 2023, 13, 5655

7 of 15

through all possible combinations of hyperparameters. It trains models with every possible
combination and selects one model with the best metric result given as a target parameter.

Of course, such an approach is much more time-consuming than Bayesian optimiza-
tion, since its computational cost is calculated as

o-TTh )
i=1

where /; is the length of the array of values for the i-th hyperparameter. However with
GridSearch we can be fully confident that every combination of hyperparameters has been
considered and we have received the best variant. In our work, the GridSearch function
aimed to maximize the F1-score. Parameters were marked as optimal if the model showed
the best result averaged in a group of patients. The range of values after hyperparameter
tuning by the GridSearch function are shown in Table 1.

Table 1. The range hyperparameter values examined by the GridSearch method.

Algorithm Hyperparameter Range of Values
Nu 10,0 e[—6, 1]
OCSVM Gamma 10',i e [‘—.6, —1], and “scale’
Tol 104, i € [—6, —1]
Kernel type ‘tbf’, “poly’, 'sigmoid’
N_neighbors ie[1,20]
Algorithm ‘Euclidean’, ‘manhattan’, ‘cosine’
kNN, LNND, LOF Threshold (for kNN, LNND), % jx 101,i € [—4, 1], jel,5
Contamination (For LOF) jx 101, i € [—6, -1],j€1,5
IF Contamination jx 1011 € [—6, -1],7€1,5

Finally, to generate precision-recall curves, we calculated the probabilities for each
event to be classified as a seizure and varied the decision boundary.

We tested the differences in F1-score between the algorithms using the Friedman test.
For the post hoc analysis, we used the non-parametric Conover’s test [41].

For performance evaluation, we used the criteria most suitable for the considered
epileptic EEG data characterized by a high level of class imbalance. Accuracy and specificity
would always be high since only 2% of the data would be positive, so these metrics would
not reflect the real quality of the ML models. We chose sensitivity (recall) and precision,
as these two metrics reflect the ability of the model to search the seizures. These metrics
are shown in the form of precision-recall curves. Since GridSearch can only focus on one
metric, we combined precision and recall into the F1-score, helping to properly assess the
quality of the trained models.

3. Results and Discussion

We started with hyperparameter optimization for all algorithms and all types of input
data (Table 2). We tested the models with different types of distance estimation metrics,
and the GridSearch method chose the Euclidean distance as the best metric.

Therefore, we proceeded with the Euclidean distance in all calculations. The OCSVM
performed better with the rbf kernel when the gamma was set to scale. The obtained results
provided the following insights. First, the LNND and LOF required more neighbours than
kNN. Second, the parameters of the OCSVM did not depend on the type of input data.
Third, in the distance-based methods the threshold had the smallest value for PCA and the
highest value for the 30 Hz and 3 Hz spectral power.
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Table 2. The optimal hyperparameters that provide the highest F1-score for the different algorithms

and types of input data.
] Input Data
Algorithm  Hyperparameter 5, py, 3 Hz 30HzMean 3HzMean 30HzPCA  3HzPCA
Nu 0.1 0.1 0.1 0.1 0.1 0.1
Gamma scale
OCSVM Tol 0.1 0.1 0.1 0.1 0.1 0.1
Kernel type rbf
N_neighbors 3 3 4 4 4 3
kNN Threshold, % 0.5 0.5 0.1 0.1 0.1 0.1
Algorithm Euclidean
N_neighbors 5 8 9 9 9 7
LNND Threshold, % 0.5 0.5 0.5 0.5 0.1 0.1
Algorithm Euclidean
N_neighbors 7 8 8 8 8 3
LOF Contamination 0.005 0.005 0.001 0.005 0.001 0.0001
Algorithm Euclidean
IF Contamination 0.001 0.005 0.001 0.001 0.001 0.005
After finding the optimal combination of hyperparameters, an individual model was
trained for each patient, i.e., 80 models were obtained for each ML method. Then, the recall,
precision, and F1-score were calculated, and these values were averaged for a group of
patients (see Table 3). These results show that OCSVM, kNN, and IF reach the highest
performance on the raw data, while the LNND and LOF perform better on PCAs. The best
results were demonstrated by the LNND trained using 30 Hz PCAs.
Table 3. The maximum F1-score for all models trained on the different types of input data using the
optimal parameters from Table 2. Results are shown as a group mean and 95% confidence intervals
(bold text indicates the best results of the models).
Feature Algorithm
OCSVM kNN LNND LOF IF
3 Hz Raw 0.305 £ 0.057 0.316 £ 0.055 0.281 £ 0.055 0.297 £ 0.055 0.304 £ 0.057
30 Hz Raw 0.307 £ 0.060 0.312 £ 0.060 0.331 £ 0.056 0.330 £ 0.054 0.271 £ 0.073
3 Hz mean 0.255 £ 0.071 0.282 £ 0.074 0.116 £ 0.040 0.278 £ 0.073 0.282 £ 0.074
30 Hz mean 0.245 £ 0.071 0.270 £ 0.073 0.135 £ 0.046 0.254 £ 0.053 0.270 £ 0.073
3 Hz PCA 0.273 £ 0.072 0.300 £ 0.075 0.250 £ 0.071 0.292 £ 0.075 0.276 £ 0.073
30 Hz PCA 0.300 £ 0.058 0.313 £ 0.077 0.338 £ 0.077 0.331 £ 0.080 0.304 £+ 0.061

To test if the Fl-score changed between algorithms, we used the non-parametric
Friedman test.

For the mean value in the 3 Hz band, there was a statistically significant difference
in the F1-score depending on which algorithm was used, x*(4) = 91.731, p < 0.001. Post
hoc analysis with Conover’s tests was conducted with a Bonferroni correction applied,
resulting in a significance level set at p < 0.01. There was a significant difference in the
F1-score between the LNND and other algorithms (Table 4).
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Table 4. 3 Hz mean (Conover’s post hoc comparisons).

T-Stat df Wi wj P Pbonf Pholm

OCSVM kNN 0.039 316 264.000 263.500 0.969 1.000 1.000
LNND 7883 316 264.000 163.500 <0.001 <0.001 <0.001

LOF 1.294 316 264.000 247.500 0.197 1.000 1.000

IF 0.196 316 264.000 261.500 0.845 1.000 1.000

kNN LNND 7.844 316 263.500 163.500 <0.001 <0.001 <0.001
LOF 1.255 316 263.500 247.500 0.210 1.000 1.000

IF 0.157 316 263.500 261.500 0.875 1.000 1.000

LNND LOF 6.589 316 163.500 247.500 <0.001 <0.001 <0.001
IF 7.687 316 163.500 261.500 <0.001 <0.001 <0.001

LOF IF 1.098 316 247.500 261.500 0.273 1.000 1.000

For the mean value in the 30 Hz band, there was a statistically significant difference
in the F1-score depending on which algorithm was used, x*(4) = 56.151, p < 0.001. Post
hoc analysis with Conover’s tests was conducted with a Bonferroni correction applied,
resulting in a significance level set at p < 0.01. There was a significant difference in the
F1-score between the LNND and other algorithms (Table 5).

For the PCA in the 3 Hz band, there was no statistically significant difference in the
Fl-score between the algorithms, x?(4) = 6.616, p < 0.158.

For the PCA in the 30 Hz band, there was no statistically significant difference in the
Fl-score between the algorithms, x*(4) = 0.988, p < 0.912.

For the RAW data in the 3 Hz band, there was no statistically significant difference in
the Fl-score between the algorithms, x?(4) = 4.934, p < 0.212.

For the RAW data in the 30 Hz band, there was no statistically significant difference in
the Fl-score between the algorithms, x2(4) = 3.253, p < 0.516.

Table 5. 30 Hz mean (Conover’s post hoc comparisons).

T-Stat df W; wj P Pbonf Pholmn

OCSVM kNN 1.013 316 244.000 254.000 0.312 1.000 1.000
LNND 5.115 316 244.000 193,500 <0.001 <0.001 <0.001

LOF 0.861 316 244.000 252.500 0.390 1.000 1.000

IF 1.215 316 244.000 256.000 0.225 1.000 1.000

kNN LNND 6.128 316 254.000 193.500 <0.001 <0.001 <0.001
LOF 0.152 316 254.000 252.500 0.879 1.000 1.000

IF 0.203 316 254.000 256.000 0.840 1.000 1.000

LNND LOF 5976 316 193.500 252500 <0.001 <0.001 <0.001
IF 6.331 316 193.500 256.000 <0.001 <0.001 <0.001

LOF IF 0.355 316 252,500 256.000 0.723 1.000 1.000

The F1-scores appeared to be low; however, there are certain reasons for this. Firstly,
in unsupervised ML, we cannot compare predicted values to true values and change the
parameters of the method to improve the performance. Since unsupervised methods aim
to separate anomalies from the rest of the data, the main way to affect performance is
to estimate the percentage of outliers in the data. Secondly, EEG data contains a lot of
artefacts that can also be marked as anomalies, and since the data is not pre-labelled, we
have limited options to avoid them. The presence of artefacts affects the threshold value
for the method, so in highly contaminated data, the F1-score can be lower. Nonetheless,
even these F1-scores can be beneficial for DSS, where the final decision is made by a human.
The proposed system could be used for express analyses of the EEG to save the time and
effort of experts.
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In the next step, we considered the precision—recall curves for all algorithms trained us-
ing the optimal hyperparameters from Table 2 on the different types of input data (Figure 3).
Each sub-figure shows the precision—recall curves for all algorithms (different colours).
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Figure 3. Precision—recall curves for the different outlier detection algorithms are shown in different
colours. Each panel reflects the type of input data as stated in the panel caption: (A) 3 Hz mean;
(B) 30 Hz mean; (C) 3 Hz raw; (D) 30 Hz raw; (E) 3 Hz PCA; (F) 30 Hz PCA.

The obtained results provided the following insights. First, the lowest areas under
the precision—recall curves were achieved at 30 Hz mean (Figure 3B). This indicates that
the overall power may not be a reliable marker of a seizure. In particular, the precision
is low, indicating a large number of false detections. The possible explanation is that
there are many events characterized by an increase in overall power, such as artefacts
or sleep-related patterns [42]. Second, using 3 Hz mean improves the precision—recall
curves (Figure 3A). This illustrates that seizures produce an outlier in a specific frequency
band rather than increasing the overall power. In line with our previous results, this
confirms that extreme behaviour occurs in a certain frequency range [24,33]. Third, the mean
spectral power provides the worst results for the LOF and LNND algorithms (red and green
curves). Moreover, the transition to the specific frequency band of 3 Hz barely improves
the performance of these methods. We see that the green and red curves practically do not
change between Figure 3A,B, while the others show higher precision. Note that LOF and
LNND are distance-based methods, working similarly to kNN but using a different distance
measure. Knowing that kNN improves performance when switching from 30 Hz mean to
3 Hz mean, we hypothesize that the distance measure affects the separability between the
classes. Fourth, using the entire 30 Hz range provides the widest feature space in which
we see that the LOF and LNND perform better. The possible reason for this is that the
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boundary between the classes changes its configuration in the different feature spaces. Fifth,
the best precision—recall curve is achieved using the LNND trained on 30 Hz PCA (Figure 3F).
Interestingly, the LNND improves its performance when using PCAs in the 30 Hz range
rather than 3 Hz. An intuitively clear explanation is that extending the frequency range
provides more distinguishing features together with an increasing amount of unnecessary
information and correlated features, therefore limiting the ability to improve. Using PCAs
reduces the amount of unnecessary information and rejects correlations between features
but leaves the advantage of using a wide frequency range.

Finally, we analysed the effect of the distance measure in the distance-based algorithms
on the separability between seizures and normal activity in the feature space. We introduced
distance between the classes, a normalized difference between the median distances to
seizures and normal states, and tested if it was dependent on the algorithm, frequency
band, or feature (see Figure 4). The median distances did not follow a normal distribution
in the group of patients (according to the Shapiro-Wilk test), having long tails over the high
values. Therefore, we removed 5% of patients with the highest values and transformed the
rest data using the root-mean-square. Resulting values underwent repeated measures of
analysis of variances (rm ANOVA) with two within-subject factors: frequency band (3 Hz
and 30 Hz) and feature (raw, mean, PCA) separately for three ML algorithms (LNND, kNN,
and LOF).

LNND LOF kNN
0.65 frequency band 1.00 frequency band 8 7 frequency band
§ averaged ® § 30Hz o § 7 - 30Hz O
g 060 7 E 3Hz @ 3 3Hz @
v v ) 6 —
§ 055 - S &
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Figure 4. Distance between the seizures and normal states (group mean and 95% CI) in the feature
space depending on the frequency band and feature. Sub-figures correspond to the different distance-
based ML algorithms: LNND (A); LOF (B); kNN (C).

For the LNND, the rm ANOVA reveals a significant main effect of the feature:
F(2,106) =11.468, p < 0.001. The main effect of the frequency band was insignificant:
F(1,53) = 1.472, p = 0.23. Finally, the interaction effect feature x frequency band was also
insignificant: F(2,106) = 1.365, p < 0.26. These results evidence that the distance between
the classes depends on the feature in a similar way for both frequency bands. The di-
rection of change is shown in Figure 4A. Note that since the effect of frequency and the
feature x frequency band interaction were both insignificant, the distance between classes
in Figure 4A is presented as an average between the 30 Hz and 3 Hz bands. Using the mean
value as a feature provides the smallest distance between the seizures and normal states.
Raw and PCA ensure a greater distance but it barely differs between them.

For the LOF, the rm ANOVA reveals a significant main effect of the feature:
F(2,78) =53.738, p < 0.001, and an insignificant main effect of the frequency band:
F(1,39) = 3.757, p = 0.06. In contrast, there was a significant feature x frequency band inter-
action effect: F(2,78) = 23.109, p < 0.001. These results evidence that the distance between
the classes depends on the feature and the way it changes depends on the frequency band.
The direction of change is shown in Figure 4B for 30 Hz and 3 Hz. For the 3 Hz band,
the distance between the classes hardly changes between the different features. For the
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30 Hz band, the mean value provides the highest distance, and raw data provides the
lowest distance.

For the kNN, the rm ANOVA reveals a significant main effect of the feature:
F(2,114) = 35.854, p < 0.001, and an insignificant main effect of the frequency band:
F(1,57) = 1.312, p = 0.257. There was a significant feature x frequency band interaction
effect: F(2,114) = 19.894, p < 0.001. These results evidence that the distance between the
classes depends on the feature and the way it changes depends on the frequency band.
The direction of change is shown in Figure 4C for 30 Hz and 3 Hz. When using the
mean as a feature, the distance differs between 3 Hz and 30 Hz, for the raw and PCA this
difference disappears.

Combining the results of outlier detection (Figure 3) and the analysis of distances
(Figure 4), we find similar tendencies in the dependence of the precision-recall curve and
distance in the LNND on the frequency band and feature. First, the lowest precision-recall
curve is observed for the mean value and grows when we use raw data and PCA. Second,
this tendency remains similar for 3 Hz and 30 Hz. Therefore, we conclude that in the LNND,
the structure of the feature space affects the distance between the classes (i.e., separability).
Estimating the separability may give prior knowledge about the performance of the LNND,
therefore enabling the selection of features to ensure the best performance.

In terms of achievable performance rates, the obtained results are consistent with
modern studies, which also propose novel methods for automated seizure identifica-
tion in EEG signals using different supervised ML-based approaches. Amiri et al., pro-
posed [9] a method utilizing sparse common spatial patterns (sCSPs) and adaptive short-
time Fourier transform-based synchrosqueezing transforms (adaptive FSSTs) to enhance
the time—frequency representation of multi-component EEG signals and reduce noise and
interferences. They method achieved outstanding performance with high sensitivity, speci-
ficity, and accuracy in detecting seizures, demonstrating the potential of their proposed
method for epilepsy diagnosis. Malekzadeh et al., utilized [10] a computer-aided diag-
nosis system (CADS) for the automatic diagnosis of epileptic seizures in EEG signals,
involving pre-processing, feature extraction, and classification steps. They used tunable-Q
wavelet transforms (TQWTs) for EEG signal decomposition and extracted various linear
and non-linear features from TQWT sub-bands. They employed different approaches
based on conventional ML and DL for classification and achieved high accuracy (up to
99%) in detecting seizures using their proposed DL method based on convolutional neural
network (CNN) and RNN. Jiwani et al., proposed [11] an LSTM-CNN model for epileptic
seizure detection using EEG signals, highlighting the need for automated techniques due
to the lengthy process and shortage of specialists for the visual inspection of EEG reports.
Their proposed model combined LSTM and CNN for feature extraction and classification,
and they achieved promising results in detecting seizures.

Thus, our findings provide valuable insights into the performance of outlier detection
algorithms for epileptic seizure detection in EEG signals and highlight the potential of
distance-based methods, particularly when combined with PCA, for achieving high per-
formance in this task. These findings are consistent with current studies [9-12]. Further
research in this area could potentially lead to the development of more effective and ef-
ficient computer-aided tools for epilepsy diagnosis, reducing the interpretation load on
specialists and improving patient care.

4. Conclusions

We tested the performance of popular outlier detection algorithms in labelling epileptic
seizures in human EEGs. We showed that distance-based methods may outperform SVMs
and random forests if the distance calculation and feature space are properly defined. Thus,
we obtained the best score from the LNND trained on four PCAs explaining 90% of the
variance in the spectral power in the 1-30 Hz frequency range. Finally, we tested if the
distance between the classes (separability) in feature space, a core of the distance-based
algorithm, predicts its performance. We observed that PCA provided better separability
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regardless of the frequency band. Therefore, we suggest that estimating the distance
between the classes may predict the algorithm’s performance providing opportunities for
feature selection.
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Abbreviations

The following abbreviations are used in this manuscript:

EEG Electroencephalogram

ML Machine learning

DL Deep learning

RNN Recurrent neural networks

LSTM Long short-term memory

DSS Decision support system

SVM Support vector machine

PC Principle component

ICA Independent component analysis
CWT Continuous wavelet transform
WP Wavelet power

PCA Principle component analysis
OCSVM One-class support vector machine
kNN k-Nearest neighbours

LNND Local nearest neighbours distance
LOF Local outlier factor

IF Isolation forest

P True positive

FP False positive

FN False negative

rm ANOVA  Repeated measures analysis of variances
sCSP Sparse common spatial pattern

FSST Fourier transform-based synchrosqueezing transform
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CADS Computer-aided diagnosis system
TQWT Tunable-Q wavelet transform
CNN Convolutional neural network
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