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Abstract—Mild cognitive impairment (MCI) is highly likely
to convert to Alzheimer’s disease (AD). The main approach to
identifying MCI is using a functional connection network (FCN).
Traditional FCN is used to study the correlation between two
brain regions, but it lacks deeper brain interaction information.
Neuroscientists found the internal functional activity pattern
in the human brain is characterized by sparse, modular, and
overlapping structures, and the FCN is restricted by the brain
structural connection network (SCN). They can improve the
estimation accuracy of FCN. Therefore, this article first con-
structs low order FCN (LFCN) based on brain sparse, modular,
and overlapping activity patterns. Then, new high-order FCN
(HFCN) is proposed based on the restrictive relationship between
SCN and FCN. To combine high robustness of LFCN with high
sensitivity of HFCN, a new combination strategy of LFCN and
HFCN is proposed. It integrates the idea of brain modular
and overlapping with the restricted relationship between SCN
and FCN. Finally, the experimental results show that in early
MCI (EMCI) recognition the best classification performance is
acquired with an accuracy of 91.42%, which is better than sim-
ilar methods. This method will be instrumental in the early
recognition of clinical MCI.

Index Terms—Associated high-order functional connectivity
network, early diagnosis, mild cognitive impairment (MCI),
multimodal magnetic resonance imaging (MRI).
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I. INTRODUCTION

ALZHEIMER’S disease (AD) is an irreversible degener-
ative brain disease accompanied by memory, cognitive,

and motor disorders [1]. It is most likely the cause that results
in dementia. China accounts for about a quarter of the world’s
total number of AD patients. Currently, the prevalence rate
of AD in China is about 5.6%. By 2050, the number of
AD patients in China is expected to exceed 30 million [2],
[3]. Early mild cognitive impairment (EMCI) appears between
cognitive deterioration that links to age and AD or various
kinds of dementia [4]. According to the results of multiple
examined studies, 38% of respondents with mild cognitive
impairment (MCI) who were tracked for five years or longer
suffered from dementia [5]. At present, there is no accurate
diagnosis and effective treatment for AD. Researchers gen-
erally agree that if patients can be diagnosed when they are
in the MCI stage, they may be able to take effective mea-
sures to prevent further disease progression [6]. Therefore, the
accurate diagnosis of EMCI has an essential impact on early
intervention and treatment of preclinical AD.

Since neuroimaging can measure variation in brain function
and structure related to diseases of the brain in a noninvasive
way, it is extensively applied in the study of brain diseases
in recent years, including AD/MCI [7], schizophrenia [8], etc.
Structural magnetic resonance imaging (MRI), diffusion ten-
sor imaging (DTI), positron emission tomography (PET), and
functional MRI (fMRI) can reveal the structural characteristics
and functional activity of the human brain disease in the early
stage [9], [10], [11]. Resting state fMRI (rs-fMRI) uses blood
oxygenation level dependency (BOLD) signals as neuro elec-
trophysiological indicators, which can catch some spontaneous
neural activities in the brain. And, it has been applied in the
diagnosis of AD and shown good results [12]. A good map-
ping mechanism can accurately identify the location of lesions
through brain imaging, Yu et al. [13] proposed a multidirec-
tional mapping mechanism, which can effectively capture the
significant features of MRI and delineate the subtle lesions.
In addition, brain networks based on brain images can also be
mapped to the brain. Functional connection network (FCN)
on the BOLD signal was applied in the analysis of psychiatric
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Fig. 1. Flowchart of the proposed framework. (a) Shows the using multimodal data, including MRI, rs-fMRI, and DTI. SCN and BOLD time series
are obtained after data processing. (b) Shows the framework structure diagram according to the proposed AFCN method. (c) Shows the process of feature
construction and feature selection of AFCN, classification, and regions selection.

disorders [14]. For example, Jitsuishi and Yamaguchi [15]
proposed a method to merge FCNs, and it can automati-
cally learn the connections of brain regions. This method
was applied to the identification of mental diseases, such as
AD and achieved good results. Zhang et al. [16] proposed a
modularized framework, which can apply modularized details
to discover explicable features from FCN. Nowadays, most
FCNs only have the linkage between two brain regions or
voxel pairs, and the constructed FCN is also called low order
FCN (LFCN). LFCN has the advantage of high robustness to
noise, but it is not sensitive to subtle signal changes. Between
the EMCI group and the normal control (NC) group, brain
network differences are small, so this task is difficult to be
completed by the original LFCN. However, improving the
accuracy of the FCN could alleviate this problem to some
extent.

In recent neuroimaging studies, knowledge of brain mecha-
nisms has been gradually explored. If these brain mechanisms
are taken as prior information to estimate FCN, they may act as
a pivotal part in the diagnosis of brain diseases. Neuroscientists
generally believe that the internal functional activity pattern
in the brain is characterized by sparse, modular, and over-
lapping structures [17], [18], [19]. Lei et al. [20] proposed
a feature selection method combining group LASSO and cor-
rentropy to reduce dimensions and screen the features of brain
regions related to AD, which gained a satisfactory performance
in predicting clinical scores of AD. Zhu et al. [21] proposed
a synthesis of sparse overlapping modularized (SOM) method
to build FCN. They applied it to the identification of depres-
sion and got good results. Park and Friston [22] proposed
that signal transmission of brain functional networks is lim-
ited by large-scale anatomical structure, that is, structural
connection network (SCN) has a restrictive relationship to
FCN. And Honey et al. [23] proved this theory by a dynamic
model. Researchers found that brain regions in the real brain
tend to work together, meaning that one brain region can be

influenced by other brain regions. However, LFCN does not
reflect this characteristic, and losing high-order knowledge
may be important for diagnosing brain diseases. Based on
this idea, Jie et al. [24] proposed a method of constructing
a functional hyper network, and it indicated that one fringe
can integrate with over two brain regions. They applied it
to MCI classification and obtained better performance than
traditional LFCN methods. And, this brain network is also
called high-order FCN (HFCN). However, there is still a
long way to go in the construction of HFCN, such as the
introduction of the restrictive relationship between SCN and
FCN. And it is necessary to propose an effective construc-
tion method for HFCN. Therefore, we improve the original
HFCN method based on the restriction relation of SCN to
FCN.

However, though HFCN can detect subtle changes between
brain networks, it lacks the robustness which is important
for the diagnosis of EMCI/NC. Hence, some researchers con-
structed an associated high-order function connection network
(AFCN) through the integration of the high robustness of
LFCN and the sensitivity of HFCN to different signals.
Zhang et al. [25] proposed an AFCN through the combina-
tion of LFCN and HFCN. Then, they used the support vector
machine (SVM) to classify EMCI and NC and attained fine
performance. Zhu et al. [8] put forward an AFCN building
strategy that mixed first-order and second-order brain networks
and carried out a weighted hybrid of them. However, these
methods ignored the advantages of the internal activity pat-
tern in the brain and the restrictive relationship between SCN
and FCN.

To address these issues mentioned, this article proposes a
new AFCN lea rning framework. It integrates the sparse, mod-
ular, and overlapping activity pattern in the brain and the
restricted relationship between SCN and FCN. We apply it
to diagnose EMCI/NC and illustrate the proposed framework
in Fig. 1. The following are our main contributions.
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TABLE I
DEMOGRAPHIC AND CLINICAL CHARACTERISTICS

OF EMCI PATIENTS AND NC SUBJECTS

1) We build a more accurate LFCN by inherent brain
functional activity mode. Then, a new HFCN is con-
structed based on LFCN and the restricted relationship
of SCN to FCN.

2) We propose a new fusion strategy that integrates the
advantages of brain modular and overlapping with the
restricted relationship of SCN on FCN according to the
characteristics of LFCN and HFCN.

3) This method is applied to the EMCI/NC classification
task and the proposed work achieves better performance
than typical methods.

II. MATERIALS AND METHODS

A. Data Collection

Three modalities of brain imaging data in the ADNI [26]
data set (https://adni.loni.usc.edu) are conjointly analyzed in
this work, including MRI, rs-fMRI, and DTI. ADNI enables
researchers around the world to share data about the early
stage of AD. The goal of ADNI is to study MCI and
AD intervention, prevention, and treatment by using differ-
ent biomarkers. We select 109 subjects that have all three
modalities, including 52 patients with EMCI (average age 75.8
years, 22 male, and 30 female) and 57 age-matched NC (aver-
age age 72.2 years, 32 male, and 25 female). The details
of demographics and clinical characteristics are described
in Table I.

B. Data Description and Preprocessing

1) Data Description: The MRI data has field strength =
3.0 Tesla, FA = 90.0◦, matrix = 240.0 × 256.0 × 176.0, slice
thickness = 1.0 mm, pixel spacing = 1.0×1.0 mm and TR =
2300 ms. The DTI data has strength = 3.0 Tesla, FA = 90.0◦,
gradient directions = 54.0, matrix = 1044.0 × 1044.0 × 55.0,
pixel spacing = 1.0×1.0 mm, slice thickness = 2.0 mm, and
TR/TE = 7200/56 ms. The rs-fMRI data has field strength
= 3.0 Tesla, slice thickness = 3.4 mm, FA = 90.0◦, matrix
= 448 × 448, pixel spacing = 3.4 × 3.4 mm and TR/TE =
3000.0/30.0 ms. Subjects are required to keep their eyes open
and remain relaxed and awake during the scan.

2) Data Preprocessing: The rs-fMRI images
are preprocessed through DPARSF [27] toolbox
(http://rfmri.org/DPARSF). We convert these images to
neuroimaging informatics technology initiative (NIfTI) file
format. To eliminate the effect of noise generated by the
subject’s adaptation process during the initial scan, for each
subject, we delete the first ten time points. We conduct the
steps, including slice timing correction, register between
rs-fMRI and MRI, motion rectification, normalization,
smoothing, and bandpass filtering. Then, we follow the

automatic labeling (AAL) template [28] for registration into
rs-fMRI images and segment the brain space into 90 ROIs.
Finally, the time series of each subject is acquired from the
BOLD signals of all voxels. For the structural images, we
use the PANDA toolbox (http://www.nitrc.org/projects/panda)
and FreeSurfer V6.00 (https://surfer.nmr.mgh.harvard.edu) to
perform image preprocessing steps. First, skull removal is
performed on the MRI images. Then, in order to eliminate the
noise during scanning, the head motion correction operation
is carried out. In order to avoid the influence of different
subjects’ brain sizes, spatial standardization operation is
carried out. Finally, the AAL template is applied to segment
the brain space into 90 ROIs. MRI images are mainly used
as templates for the construction of DTI. For DTI images,
format conversion and skull removal are performed first. In
order to alleviate the vortex distortion image, we use eddy
current correction to make the imaging results more accurate.
We calibrate head motion, calculated fractional anisotropy
(FA) for each voxel, and register it with pretreated MRI. We
gain 90 ROIs based on the AAL template partition and then
build the SCN based on the FA.

C. Construction of LFCN Based on SOM

Assuming the number of subjects is M, the BOLD signal
of the mth subject is described as Xm ∈ RN×t(m = 1, . . . , M)

where N and t, respectively, represent the number of brain
regions and the length of time signals series.

After obtaining the BOLD time series of the subjects,
low-order FCN can be obtained by FCN estimation meth-
ods (such as Pearson correlation coefficient (PC), inverse
covariance matrix, etc.). However, due to the impact of
noise during data collection and processing, the obtained
FCNs at this time often have many redundancy and wrong
connections, so it is necessary to sparse FCNs. Cognitive
scientists agree that not only is brain function modular but
that these modules overlap and interact spatially. Therefore,
we obtain LFCN based on the SOM method proposed by
Zhu et al. [21].

The number of brain modules is set as K in advance,
and then FCN is divided into K viable modules through
optimization iteration. SOM can estimate LFCN through data-
driven methods. We use �̂ to represent the LFCN estimated
by SOM. The objective function is as follows:
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�m,Zm

∥
∥Xm − Xm�m

∥
∥

2
F + λ1

∥
∥�m

∥
∥∗

+ λ2

(∥
∥�m

∥
∥

1 − tr
(

Zm(

Zm)T ∣
∣�m

∣
∣

))

s.t.
∥
∥Zm

∥
∥

2 ≤ √

N/2K,
∥
∥Zm

i

∥
∥

2 ≤ 1,
∥
∥Zm

∥
∥

F ≤ √

N/2. (1)

It could be also written as

�̂m = arg min
�m,Zm

∥
∥Xm − Xm�m

∥
∥2

F + λ1
∥
∥�m

∥
∥∗

+
∑

i,j
λ2

(

1 −
(

Zm(

Zm)T
)

ij

)∣
∣
∣θ

m
ij

∣
∣
∣

s.t.
∥
∥Zm

∥
∥

2 ≤ √

N/2K,
∥
∥Zm

i

∥
∥

2 ≤ 1,
∥
∥Zm

∥
∥

F ≤ √

N/2 (2)

where m represents the mth subject, λ1 and λ2 are non-negative
tuning parameters. As the number of modules, K is a default
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value. Z ∈ N × K represents the emergence of overlapping
mechanism because it represents the allocation information of
variables in each K module, and each ROI can be distributed to
different modules. Zi stands for the ith row of Z, which means
the probability of a certain ROI belongs to each module.

D. Construction of HFCN

Since HFCN can take into account the influence of other
brain regions on a certain brain region that is more sensi-
tive to slight differences, so we construct HFCN based on
the obtained LFCN. According to the restrictive relationship
between brain SCN and brain FCN, we further calculate LFCN
using the following formula:

Lm
ij =

{

0, if SCm
ij = 0

�̂m
ij , otherwise

(3)

where m represents the mth subject, i and j represent the
indexes of ROI, respectively. �̂m

ij and SCm
ij , respectively, rep-

resent the LFCN strength and SCN strength between the ith
ROI and jth ROI of the mth subject.

Research indicated that the brain network method through
PC can represent the interaction between brain regions or neu-
rons [29]. After obtaining LFCN, we construct HFCN based
on the Pearson PC. The calculation method is as follows:
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where H ∈ N × N means the matrix of HFCN, Lm
i is the

ith row of LFCN of the mth subject, L̄m
i means value vector

of Lm
i . A HFCN is constructed which retains second-order

information between brain regions. And, it is more sensi-
tive to changes in brain networks, which can capture more
information.

E. Construction of AFCN With LFCN and HFCN

LFCN and HFCN construct brain connectivity at differ-
ent levels and angles. The former is more robust to noise
transmission, while the latter is more sensitive to subtle sig-
nal differences. There are complementary features in the two
approaches for diagnostic tasks. Inspired by the above prob-
lems, the HFCNs and LFCNs are associated to construct
AFCNs. The details are as follows:

Am = λ
(

Um ◦ Lm) + (1 − λ)VmHm (5)

where λ ∈ [0, 1] is weight parameter, Lm is the LFCN of the
mth subject and Hm is the HFCN of the mth subject. ◦ means
Hadamard product, Um, Vm ∈ 90×90 are coefficient matrixes.
Um is the mapping matrix of the mth subject’s SCN, and the
calculation of Vm is as follows:

Vm
ij =

{
0, if SCm

ij = 0
k, otherwise

(6)

where k is the number of common modules where the ith ROI
and the jth ROI are located.

In AFCN, LFCN retains the original connection strength
between two brain regions, while HFCN captures the con-
nection strength of a certain brain region and its adjacent
brain regions. The proposed AFCN characterizes the high-level
functional interactions between HFCN and LFCN networks
and fuses their complementary relationships to explore new
relationships between brain regions. Therefore, the proposed
hybrid model can balance the robustness and classification
performance.

F. Feature Extraction/Selection

Once we have obtained effective FCNs for all subjects, the
next task becomes extracting features from the estimated FCN
for the recognition of subjects from NC and EMCI. How select
effective features turn out to be the problem. Disease identifi-
cation based on FCN usually adopts two strategies. One is to
extract features by some graph measures, such as clustering
coefficient and node degree [30]; the other is to use network
connection weights as features [15]. Since different graph met-
rics capture different aspects of network attributes, extracting
different graph theoretic attributes as features may affect the
classification results of FCN. Therefore, in our experiment, we
use the connection weights of FCN as features to eliminate the
effect of different features on the verification of FCN itself.
The use of network connection weights as features theoreti-
cally contains all the network information, but it leads to high
dimensional problems.

For instance, an undirected network graph with N nodes
has N(N −1)/2 edges. In this work, N = 90, so the character-
istic dimension is 4005. To remove redundant features from
high-dimensional data, in this article, we apply maximum cor-
relation and minimum redundancy (mRMR) methods [31] to
analyze the importance of different features. Each feature can
be sorted according to its correlation with the target variable,
and the redundancy of these features would be considered in
the sorting process. A good feature is defined as one that has
the best tradeoff between minimum redundancy and maximum
correlation.

G. Experimental Setting

We adopt the tenfold cross-validation strategy in our exper-
iments. Specially, all subjects are divided into ten equal
portions. We choose one part in turn as the test set and the rest
for training. We evaluate the performance using SVM with
Gaussian kernel for each specific test. To reduce the error,
we repeated the whole process 100 times. We use accuracy
(ACC), positive predict value (PPV), sensitivity (SEN), speci-
ficity (SPE), class balanced accuracy (BAC), F1 score (F1),
and the area under the receiver operating characteristic curve
(AUC) to measure diagnosis performance. The details are as
follows:

ACC = TP + TN

TP + TN + FN + FP
(7)

PPV = TP

TP + FP
(8)

SEN = TP

TP + FN
(9)
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SPE = TN

TN + FP
(10)

BAC = SEN + SPE

2
(11)

F1 = 2 · PPV · SEN

PPV + SEN
(12)

where TP means true positive, TN means true negative, FP
means false positive, and FN means false negative, respec-
tively. AUC is defined as the area under the ROC curve and
the coordinate axis.

H. Comparison Methods

The following FCN construction methods and sparse
approaches are chosen as comparison methods: LFCN
(Th_LFCN) and HFCN (Th_HFCN) constructed based on
the threshold method [32], LFCN (MST_LFCN) and HFCN
(MST_HFCN) constructed based on minimum spanning
tree [33]; LFCN (SOM_LFCN) and HFCN(SOM_HFCN) con-
structed based on SOM method; the hybrid high-order brain
network (AFCN1) proposed by [8]; the hybrid high-order
brain network (AFCN2) proposed by [25]. In addition, logis-
tic regression (LR) and K nearest neighbor (KNN) [34], [35]
are also used for auxiliary comparative experimentations to
ascertain the usefulness of our proposed strategy.

III. RESULTS

A. Influence of Feature Number on Classification Results

If complex classification features are applied to a limited
training sample, it tends to overfit the data. Apart from over-
fitting, it is tough to determine appropriate hyperparameters
involved in classification models without sufficient training
samples. In order to identify valid brain network regions and
connections, the selection of the number of features used for
classification tasks is important. As for the number of features,
we first conduct a comparative experiment with a step size
of 20 within the range of [10, 1000], as shown in Fig. 2(a)
and (b). We can obtain that the best number of features is
within the range of [10, 200] from the experimental outcomes.
Therefore, a comparative experiment with a step size of 2
is conducted within the range of [10, 200], with a total of
95 candidate values. From Fig. 2(c) and (d), the classifica-
tion performance is the best when the number of features
is 92.

B. Influence of λ on Classification Results in AFCN

To explore the influence of λ on classification results and
determine the best value of λ, we conduct λ set of experiments
with a step size of 0.02 within the range of [0,1]. We can see
the results in Fig. 3.

From Fig. 3, we get the best performance when λ is
0.28. In other words, in the best AFCN constructed, the lat-
ter, HFCN, accounts for a higher proportion, which means
that HFCN may be more important than LFCN. We suspect
that HFCN may be more sensitive to subtle differences in
different types of signals, and that can better identify EMCI
and NC.

Fig. 2. Influence of different numbers of features on classification results.
The x-axis describes the number of features, and the y-axis means the size of
relevant evaluation indicators. Each value experiment is repeated 100 times,
with the blue dot representing the mean of 100 experiments and the orange
line representing the standard deviation. (a) Accuracy when the number of
feature range is set to [10, 1000]. (b) AUC when the number of feature range
is set to [10, 1000]. (c) Accuracy when the number of feature range is set to
[10, 200]. (d) AUC when the number of feature range is set to [10, 200].

Fig. 3. Influence of λ on classification results. (a) Accuracy varies with λ.
(b) AUC varies with λ.

C. Classification Results Using Different Methods

In order to construct brain networks by different meth-
ods, we use SVM as the classifier to do a series of com-
parative experiments, the details of experimental settings
are described in Section II-G. The results can be found
in Table II and Fig. 4. We can obtain that our strategy
gets the best performance over other methods. Specifically,
the classification accuracy and balance accuracy of this
method is 91.42% and 91.33%, while the best accuracy
and balance accuracy of other methods are only 88.81%
and 89.63%. The comprehensive performance indexes reveal
that the AUC is 0.972 and the F1 score is 0.912, which
proves that our proposed method has excellent diagnostic
ability.

In order to prove the validity of the method from other
perspectives, LR and KNN are introduced as classifiers to
carry out a set of comparative experiments. The specific
experimental performance can be displayed in Table III.
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TABLE II
PERFORMANCE OF DIFFERENT METHODS IN CLASSIFICATION OF NC/EMCI

TABLE III
PERFORMANCE OF DIFFERENT CLASSIFIERS IN LFCN, HFCN, AND AFCN

Fig. 4. ROC curves for all methods.

From Table III, all three classifiers perform best when
using the AFCN method we proposed. And, HFCN has bet-
ter performance than LFCN. It also proves that the proposed
method has strong robustness.

D. Classification Results Using Different Smoothing Kernels

In this article, we use smooth kernel FWHM = 4 mm
for the fMRI data processing. Since smoothing may affect
the structure and properties of functional brain networks in a
nontrivial way [36], [37]. In particular, smoothing affects the
differences in network structure observed between patients and
healthy controls [38]. Considering this effect, the SOM_AFCN
method proposed in this article is used for the following com-
parative experiments with a set of smoothed kernel FWHMs.
Triana et al. [38] proposed that large smoothing kernels are
rarely used in practice, and the main task of this article is
to classify EMCI/NC, so small smoothing kernels are mainly
selected for the experiment. In this article, FWHM = 4 mm is
selected as the baseline of this comparison experiment. And
no smoothing, FWHM = 6 mm and FWHM = 8 mm are

selected as comparison methods based on the data format. The
experimental performance can be displayed in Table IV.

The experimental results show that for the SOM_AFCN
model, using a small smoothing kernel seems to get bet-
ter results than no smoothing. Moreover, the smooth kernel
FWHM = 4 mm performs better than FWHM = 6 mm and
FWHM = 8 mm. There is no significant difference between
smooth kernel size FWHM = 6mm and FWHM = 8 mm.
Overall, in this article, using a small smoothing kernel
(FWHM = 4 mm) has the best results for EMCI/NC clas-
sification. Therefore, the results prove that the AFCN method
in this article is effective.

IV. DISCUSSION

In this article, a new AFCN construction framework is put
forward, which integrates sparse, modular, and overlapping
activity patterns and the restricted relationship between SCN
and FCN. Specifically, we first build a more accurate LFCN
by SOM model. Then, a new HFCN is constructed by the
restricted relationship of SCN to FCN. LFCN has good robust-
ness and high tolerance to external noise. HFCN can reflect the
impact of other ROIs on a certain ROI, which is more consis-
tent with real brain mechanisms. And, HFCN is more sensitive
to subtle differences in signals. Based on the above factors, we
design a new AFCN framework to fuse LFCN and HFCN. In
the EMCI/NC classification task, we have proved the feasibil-
ity and superiority of our strategy. The average LFCN, HFCN
and AFCN of NC group and EMCI group are visualized in
Fig. 5, and we also plot the differences between them based on
the NC group. From Fig. 5(g)–(i), the difference between NC
and EMCI in the brain FCN constructed by the LFCN method
is smaller than that in the other two groups. And there are more
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TABLE IV
CLASSIFICATION PERFORMANCE OF DIFFERENT SMOOTHING KERNELS USING SOM_AFCN

Fig. 5. Average LFCN, HFCN and AFCN of NC group and EMCI group,
as well as the differences of different methods based on NC. The x-axis and
y-axis represent the indexes of ROIs. (a)–(c) Mean LFCN, HFCN, and AFCN
of the NC group. (d)–(f) Mean LFCN, HFCN, and AFCN of the EMCI group.
(g) Difference between the mean LFCN, HFCN and AFCN of the NC group
and that of the EMCI group.

differences in AFCN, which also proves the superiority of our
method.

According to the feature selection in the experiment of
NC and EMCI, we select the top 25 important connections
of ROI, and the details are shown in Table V. In order to
know more clearly how these connections are connected in
the brain, we make a visualization of these connections in
Fig. 6.

As is depicted in Table V and Fig. 6, the connections
between the Inferior gyrus, opercular part, and other brain
regions are significantly altered, and [39] could support our
findings. The connection between Superior occipital gyrus and
other brain regions, Middle frontal gyrus, and Precentral gyrus
also change significantly, and similar findings could be found
in some studies [40], [41]. From Table V and Fig. 6, some
brain regions show up multiple times, which suggests that they
may act as an essential part of analyzing differences between
the EMCI and NC groups.

Then, we count the repeated brain regions, sort them accord-
ing to the order and frequency of their occurrence, and then
standardize the weights. The ten most momentous ROIs are
exhibited in Table VI and Fig. 7.

Fig. 6. Top 25 important brain network connections are displayed in different
view directions. (a) View direction: sagittal. (b) View direction: axial. (c) View
direction: corona.

Fig. 7. Top 10 significant alterations of brain ROIs selected by features.

As shown in Table VI and Fig. 7, we select the areas of
Superior occipital gyrus, L.Inferior frontal gyrus, opercular
part, L.Middle frontal gyrus, L.Cuneus, L.Lingual gyrus, etc.,
which means that these ROIs may be the key regions for dif-
ferences between EMCI and NC. Superior occipital gyrus is
mainly responsible for object recognition, including the func-
tional characteristics of objects [42]. Inferior frontal gyrus,
opercular part is associated with recognizing a tone of voice
in spoken native languages [43]. The medial frontal gyrus is
associated with literacy and numeracy [44]. The Cuneus is
associated with visual signal processing [45]. The Posterior
cingulate gyrus has been found to be associated with spa-
tial memory and configural learning [46], and the lingual
gyrus is associated with image analysis and visual memory
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TABLE V
TOP 25 IMPORTANT BRAIN NETWORK CONNECTIONS BETWEEN EMCI GROUP AND NC GROUP

TABLE VI
TOP 10 SIGNIFICANT ROIS BETWEEN EMCI GROUP AND NC GROUP

storage [42], [43], [44], [45]. These ROIs may become ben-
eficial for MCI-related diagnoses, which could be discovered
in previous studies [47], [48], [49], [50].

V. CONCLUSION

In summary, according to the characteristics of LFCN and
HFCN, we propose a new combination strategy of LFCN
and HFCN, which integrates the idea of brain modular and
overlapping with the restricted relationship between SCN and
FCN. The method also combines the high robustness of LFCN
with the high sensitivity of HFCN. It provides fresh thought for
brain disease classification tasks by brain networks. We apply
it to the diagnosis of EMCI/NC and get good performance.
Besides, the robustness of the proposed method is verified in
experiments. Our work also shows that brain mechanisms play
a great role in the construction of brain networks. However,
insufficient data is still a major defect of this experiment.
Hence, we will expand the data set from many aspects to
enhance the model’s robustness in the future. What is more,
with the development of brain science, the accuracy of brain

network model will be closer to that of human brain. Deep
learning as an important tool has achieved great success in
image, text, and other fields. The combination with deep learn-
ing is expected to further improve the precision and scale
of brain network construction, and there may be a lot of
meaningful exploration work in the field of brain science.
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