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Abstract—In the present work we proposed a concept for
epileptic seizure detection based on combination of unsupervised
and supervised machine learning algorithms. The first step in the
method suggests preliminary EEG marking with unsupervised
outlier detection based on extreme value theory. The second step
includes more traditional supervised machine learning classifier
to separate epileptic seizures from artifacts.
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Epilepsy is one of the most common neurological diseases
[1]. It is characterized by sudden recurrent seizures, that vary
greatly in frequency of appearance and severity of symptoms
[2], [3]. Commonly seizures manifest themselves as absences
or periods of vigorous shaking, which leads to a state of
incapacity dangerous for both patients and surrounding people.
Additionally, epileptic patients are predisposed to cognitive
and behavioral deficits [4]. Effects of epilepsy have a heavy
impact on patient’s everyday life, so antiepileptic treatment
becomes crucial. One of the common approaches is antiseizure
medicines, that can help for up to 70% of patients [5].
However, the treatment is more efficient when started at early
stages of epilepsy, which leads to increasing importance of
proper and early diagnostics.

Common approach to diagnostics is electroencephalogram
(EEG) study, in which the patients are monitored for a
prolonged period of time to detect and analyze epileptiform
activity [6]. The method is fairly reliable, but requires much
time and effort due to manual EEG data deciphering. Various
brain conditions may lead to occurance of epileptic seizures,
which includes injury, stroke, congenital disabilities, etc., but
exact reason usually remains unknown [7]-[9]. This leads to
high variability of epileptic activity and additionally compli-
cates diagnostics. Thus, this area of study is in dire need of
automated and reliable methods for diagnostics.

New methods for automatic diagnosis of epileptic activity
based on wavelet analysis, including adaptive wavelets, have
been proposed previously [10]-[13]. However, one of the
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more promising approaches to epilepsy diagnostics is machine
learning (ML) [14]. Application of ML to this task usually
results in development of classifiers capable to separate two
classes: “seizures” and “non-seizures” (normal activity) [15].
There are two general categories of ML classifiers: supervised
and unsupervised [14]. Supervised ML algorithms aim to learn
the distinctive features of epileptic seizures to detect them on
EEG signals. These classifiers undergo training using the pre-
labeled data of some patients before labeling the data from a
new patient [16]. Unsupervised ML algorithms, on other hand,
use unlabeled data and perform its clusterization [17].

Review shows that the majority of existing approaches to
epilepsy diagnostics rely on supervised ML algorithms [18].
While these classifiers commonly demonstrate high perfor-
mance, they can suffer from certain limitations. Rare nature
of seizures results in class imbalance when the number of
examples for “non-seizures” class is much higher than for
“seizures” class. One way to do it is to perform artificial class
balancing for the training data. Alternatively, class imbalance
can be managed by constructing feature space with long
distances between classes. However, pushing this concept too
far may result in overfitting, when the algorithm performs
well on the training data but fails to classify the data of the
other patients. To counter this one can consider a subspace of
features with biomarkers of seizures common for the most
patients. These reasonings also lead us to the problem of
features interpretability which commonly occurs in ML.

In our recent studies we tried to address all aforementioned
issues by using unsupervised ML methods. We evaluated
unsupervised algorithms for the task of epilepsy diagnostics
[19]-[21]. We specifically aimed to apply outlier detection
techniques. This choice was supported by earlier findings:
epileptic seizures on EEG can be described in terms of extreme
value theory [9], [22]. We tested multiple outlier detection
algorithms, including one-class support vector machine [23],
k-nearest neighbors [24], local nearest neighbors distance [25],
local outlier factor [26], isolation forest [27]. Features for
ML algorithms were also based on our previous results. We
showed that extreme behavior for seizures occur in certain



frequency range, where epileptic EEG differs from the normal
one [28]. Thus, we tested different features based on wavelet
spectra of EEG signals. We were able to achieve sensitivity of
~ T7% and accuracy of ~ 13% for the dataset of 83 epileptic
patients [20]. In terms of sensitivity this result is acceptable
for unsupervised ML algorithm, but accuracy is rather low. We
concluded that this approach can be used in clinical decision
support system, where ML algorithm labels the data first and
then it is checked by the human who makes final decision
[19].

However, fully automated seizure detection is an attractive
idea. In such system the described unsupervised algorithm
can be used as a first step for data preparation. Indeed, if
we consider results of classification from earlier, we can see a
peculiar detail: there is noticeable number of patients with both
100% and 0% sensitivity. The patients from the dataset have
prolonged recordings with several (up to 5) epileptic seizures.
Sensitivity of 100% suggests that all seizures were detected,
while sensitivity of 0% means the opposite — all seizures
were missed. Coexistence of these two situations implies that
the data is somehow different for cases with 100% and 0%
sensitivity. Additionally, low accuracy suggests large number
of false positive detections, that are also outliers as much as
epileptic seizures. Both of these problems may be due to EEG
contamination with artifacts or inherent differences in features
of epileptic patterns. This situation can be addressed with
subsequent application of supervised ML algorithms, that, as
we mentioned earlier, excel in separating different classes.

We evaluated supervised algorithms for the task of epilepsy
diagnostics by applying classification to the initial EEG data,
however, the obtained results were comparable to the ones
for unsupervised algorithms [29]. Thus, we suggest that the
supervised algorithm should be used as a second step after
the unsupervised algorithm. In this case the unsupervised al-
gorithm performs data preparation and pre-labeling, detecting
all outliers in the data. This also should eliminate the class im-
balance issue. Then this new dataset of outliers is used to train
supervised algorithm to separate actual epileptic seizures from
artifacts and other types of outliers. At this step great attention
should be paid to feature selection procedure — “seizures”
and “non-seizures” should have some complicated differences
in feature space, since unsupervised algorithm wasn’t able to
separate them. We believe this combined approach can become
the first step in transition from clinical decision support system
to fully automated diagnostics system.
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